
NEGATIVE UNIVERSALITY RESULTS FOR GRAPHS

S.D. FRIEDMAN AND K. THOMPSON

Abstract. In this paper, it is shown that in many forcing models there
is no universal graph at the successors of regular cardinals. The proof,
which is similar to the well-known proof for Cohen forcing, is extended
to show that it is consistent to have no universal graph at the successor
of a singular cardinal and in particular, at ℵω+1. Previously, there was
little known about universality at the successors of singulars. Analogous
results show it is consistent not just that there is no single graph which
embeds the rest, but that it takes the maximal number (2λ for graphs
of size λ) to embed the rest.

1. Introduction

A universal model for graphs of size λ (also called λ-graphs) is one which

embeds all other λ-graphs. Here we consider graph embeddings which are

injective maps whose image as an induced subgraph of the range is iso-

morphic to the graph in the domain. Note that if we consider embeddings

which only preserve edges, the complete graph on λ is always universal for

λ-graphs for any cardinal λ.

Since the theory of graphs can be defined in first-order logic and is countable,

assuming the generalised continuum hypothesis (GCH) there are universal

models in every uncountable cardinal. However, the theory is unstable and

therefore, model-theoretically is not clear what happens when GCH fails.

In particular, the question is in which models of λ<λ > λ are there universal

λ-graphs.
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Shelah in [12] showed it is consistent that 2λ = λ++ for λ regular and there

is a universal model for λ+-graphs. The negative result is also consistent.

Theorem 1.1 (Shelah). Starting with a model in which 2λ = λ+ and forcing

λ++-many Cohen subsets of λ for λ regular, results in a model where there

is no universal graph of size λ+.

The proof for the above result can be found in [8] and involves an interesting

use of intermediate models. As parts of the proof will be used in later

sections, the whole proof will be given in a more general setting in Section

2 for the convenience of the reader.

For a survey of other universality results concerning graphs, see [14].

In Section 2 Shelah’s negative universality result is extended to a wide vari-

ety of forcings, including λ-proper product forcings (for various definitions

of λ-proper) such as products of λ-Sacks forcings. These results are used

in later sections to show non-existence of universal graphs in the context of

measurable cardinals. However, this is also an interesting result in its own

right: The abundance of models to which this result can be applied under-

scores the difficulty of finding models in which there are universal graphs in

the absence of the GCH. In particular, it is still open whether there can be

a model of a failure of CH in which there is a universal triangle-free graph

at ℵ1 (see [11] for more details). Corollary 2.7 gives more evidence that this

is indeed a difficult question.

On the other hand, the forcings which may be applied in these contexts are

clearly limited to products. In [13], a λ++ length (< λ)-support iteration

which has the λ+-cc is used to obtain a model where there is a universal

graph at λ+ and 2λ = λ++. This shows that even “nice, gentle” itera-

tions which add subsets of λ at each step cannot generally be used to show

negative universality results.

Shelah’s original result for Cohen forcing can also be extended to give a

global universality result for graphs. That is,

Corollary 1.2. There is a model of ZFC such that at every regular cardinal

λ, there is no universal λ+-graph and at limit cardinals λ, there is a universal

λ-graph.

Such a model can be built using an Easton product forcing adding λ++-

many Cohen subsets of λ for each regular λ (see e.g. [6] for this forcing).



NEGATIVE UNIVERSALITY RESULTS FOR GRAPHS 3

Adding only λ++-many assures that λ<λ = λ continues to hold at limit

cardinals.

What is missing from this picture is a non-trivial result at the successors

of singular (strong limit) cardinals. This is a problem as singular cardi-

nal combinatorics is a notoriously difficult field. In particular, a failure of

the Singular Cardinal Hypothesis (2λ > λ+ for singular λ) requires large

cardinals (see e.g. [4]).

In Section 3 the cases where λ is measurable or singular are considered. In

both cases it is assumed that a (λ+2)-hypermeasurable (see Definition 3.1)

exists and in the latter case Prikry forcing is used to singularize λ. Note that

by [5] these results, which include raising the value of 2λ, are near-optimal

in consistency strength.

To our knowledge, the only known universality result at the successor of a

singular strong limit cardinal λ when 2λ > λ+ is given by Džamonja and

Shelah in [1], where they show that it is consistent relative to a supercom-

pact cardinal that there is a small universal family for λ+-graphs where

λ has cofinality ℵ0. A (small) universal family for λ+-graphs is a set of

λ+-graphs (of size < 2λ
+

) which taken together, embed all λ+-graphs. The

minimal size of a universal family is called the complexity.

In Section 5 the results in this paper are extended to show that the forc-

ings specified in Section 2 produce models in which there is also no small

universal family of λ+-graphs, thus the complexity is maximal, namely 2λ
+

.

Section 4 is devoted to the specific case of universal graphs at ℵω+1. The

techniques from Section 3 are modified from standard Prikry forcing to the

forcing in [3] which collapses a hypermeasurable cardinal to ℵω.

When ordering forcing conditions, p ≤ q will mean that p is stronger than q.

If p is a forcing condition and p either forces σ or ¬σ we say that p decides

σ and write p ‖ σ. If P = 〈Pα : α < α∗〉 is a product forcing or an iteration

and G is P -generic, we denote by P (< α) and G(< α) the restriction of the

forcing and generic, respectively, to the first α coordinates of the forcing.

If G is P -generic and G can be coded as a subset of ordinals A, we abuse

notation and call A generic. If G is P -generic and B
˜

is a P -name for a set,

then we denote by BG the interpretation of B
˜

by G.
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We use a number of standard forcings which will not be defined in this

paper. Definitions and properties of Cohen, Sacks, Prikry and Levy collapse

forcings can be found in [6]. For Sacks on uncountable cardinals, see [7] or

[2].

2. Many forcings destroy universality for graphs at

successors of regulars

In this section, let λ be an infinite regular cardinal.

Definition 2.1. We say that a forcing P has the λ-covering property if and

only if whenever p ∈ P and B
˜

is a P -name for a subset of the ground model

such that p 
 B
˜

has size λ, there exists q extending p and C in the ground

model of size λ such that q 
 B
˜
⊆ C.

Forcings that have the λ-covering property preserve λ+.

Theorem 2.2. Let V � 2<λ = λ and let P be a product forcing 〈Pα : α < α∗〉
with δ-support for some δ ≤ λ such that cf(α∗) ≥ λ++, P has the λ-covering

property such that at any component α the Pα-generic is Aα ⊂ λ. Then in

V P there is no universal graph of size λ+.

Proof Let P be as in the statement of the theorem and let G be P -generic

over V . For the sake of contradiction, assume that H∗ ∈ V [G] is a universal

graph of size λ+.

Lemma 2.3. There is α < λ++ such that H∗ ∈ Vα := V [G(< α)].

Proof We may writeH∗ as (λ+, EH∗) where λ+ is the universe and EH∗ ⊆ λ+×λ+

is the edge relation. The edge relation can be coded as a subset of λ+, call

this A, so we will show that there exists α such that A ∈ Vα. Let A
˜

be the

canonical P -name for A.

For each i < λ+ let Yi = {p ∈ P : p ‖ i ∈ A
˜
} which is dense in P . Let

Xi ⊆ Yi be a maximal antichain in P . Let pi ∈ Xi ∩ G and let αi be the

supremum of the support of pi, which is bounded in α∗. This induces a func-

tion g : λ+ → α∗ given by g(i) = αi, which, by the fact that cf(α) ≥ λ++,

must be bounded in α∗. Let α be the supremum of the range of g. The

name A
˜

depends only on components < α and thus A ∈ Vα. �
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As α∗ has cofinality at least λ++, there are at least λ++-many generic sets

Aβ for β > α which are in V [G] \ Vα.

We will construct a graph H ∈ V [G] of size λ+ such that there is no em-

bedding of H into H∗. Since this is the same construction for all proofs in

this paper, we give it here so that we may refer to it later.

Counterexample Construction 2.4. Let H have universe λ ∪ Y where

min(Y ) > λ. Define EH by letting (γ, β) be an edge in H if and only if

γ ∈ Y and β ∈ Aγ or symmetrically, β ∈ Y and γ ∈ Aβ.

In this proof, let Y = [α, α + λ+). By mutual genericity we have Aγ 6∈ Vα
for all γ ≥ α.

Lemma 2.5. For any B ∈ V [G] such that B has size λ there exists V ′ such

that Vα ⊆ V ′ ⊆ V [G], there are at most λ-many of the Aγ in V ′ \ Vα for

γ ∈ Y and B ∈ V ′.

Proof As above, for each i < λ we choose Xi, a maximal antichain of

conditions deciding whether i ∈ B. Let Z = {pi : {pi} = Xi ∩ G}
and let Z

˜
be a P -name for Z. By λ-covering, given Z

˜
and a condition

p ∈ P there exists C of size λ in V and q ≤ p such that q 
 Z
˜
⊆ C.

As P is a product, we can consider only those components which are in

the support of q and in each pi, of which there are at most λ-many. Let

D = {Aβ : β ∈ supp(q) ∪
⋃
i<λ supp(pi)} and let V ′ = Vα[D]. Then V ′ has

the desired properties. �

By the universality of H∗ there exists an embedding f : H → H∗. The ob-

ject f � λ has size λ so there exists V ′ as in the lemma such that f � λ ∈ V ′.

Lemma 2.6. For all γ ∈ Y we have that Aγ can be recovered from f � γ

and H∗ in V ′.

Proof For y ∈ H∗ let H∗y = {x ∈ λ : (f(x), y) ∈ EH∗}. As f � λ ∈ V ′ and

H∗ ∈ Vα, for all y ∈ H∗ we have H∗y ∈ V ′.

Set y = f(γ). Then B∗y := {x : (f(x), f(γ)) ∈ EH∗} is the same as {x : (x, γ)

is an edge in H} by the edge-preservation of f .

Thus, by definition of H, either x ∈ Y and γ ∈ Ax or γ ∈ Y and x ∈ Aγ.
By definition, Ax ⊆ λ so it cannot be the case that γ ∈ Ax. Therefore, for

all B∗y = {x : x ∈ Aγ} = Aγ.
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Now B∗y ∩ λ = H∗y ∈ V ′ and thus, Aγ ∈ V ′. �

However, by the definition of Y and V ′ there exists γ ∈ Y such that Aγ 6∈ V ′,
contradiction. �

Corollary 2.7. If P is as in Theorem 2.2 then in V P there is no universal

• graph of size λ+ which omits complete subgraphs of size θ for any

θ > 2

• bipartite graph of size λ+.

Note that in the construction of the graph H, for any γ ∈ Y and β ∈ Aγ
we have β ∈ λ. So, (γ, β) is an edge in H implies that γ ≥ λ and β < λ or

vice versa. This gives no triangles in H and indeed, no complete subgraphs

of any larger size. The sets {α : α < λ} and {γ : γ ∈ Y } form the partition

needed for a bipartite graph.

Similar corollaries will also hold for triangle-free graphs and bipartite graphs

of size κ+ where κ, P are as in Theorems 3.2, 3.3, 4.1 and 5.1.

3. Non-existence of universal graphs at successors of

measurables and singulars

In this section, for an inaccessible cardinal α, let Sacks(α, α++) be the α-

support product of α-Sacks forcing of length α++. A condition in α-Sacks

forcing is a subset of <α2 which is a closed tree for which there is a club

of levels such that a node of the tree splits if and only if the height of the

node is in the club (called the splitting levels). The β-th splitting level of a

condition T is denoted Splitβ(T ). This is a variation of the forcing defined

in [7] which is used in [2].

Definition 3.1. A (κ+α)-hypermeasurable cardinal κ is one such that there

exists j : V →M such that crit(j) = κ, M is closed under κ-sequences and

H(κ+α)V = H(κ+α)M .

Theorem 3.2. Assume V � GCH and κ is a (κ + 2)-hypermeasurable

cardinal. There is a forcing P such that in V P there is no universal κ+-

graph, κ remains measurable and 2κ > κ+.

Proof Let P = 〈Pα : α ≤ κ〉 be an Easton support iteration which is trivial

except when α is inaccessible. For such α let Pα = Sacks(α, α++).
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By arguments in [2] as we assumed that κ was (κ+2)-hypermeasurable, this

forcing preserves κ as a measurable cardinal and sets 2κ = κ++. Also Pκ =

Sacks(κ, κ++) preserves κ++ and has the κ-covering property in V [G(< κ)]

as 2κ = κ+ and 2<κ = κ in this model. Thus, by Theorem 2.2 applied in

the model V [G(< κ)], there is no universal graph after forcing with Pκ. �

Theorem 3.3. Assume V � GCH and κ is a (κ + 2)-hypermeasurable

cardinal. There is a forcing P such that in V P there is no universal κ+-

graph, κ is singular and 2κ > κ+.

Proof Let P = 〈Pα : α ≤ κ〉 be an Easton support iteration which is

trivial except when α is inaccessible. For α < κ inaccessible let Pα =

Sacks(α, α++). Let Pκ = Sacks(κ, κ++) ∗ Pr(U
˜

) where Pr(U
˜

) is Prikry

forcing at κ using some normal measure U on κ whose Sacks(κ, κ++)-name

is U
˜

.

Let GS
κ be generic for Sacks(κ, κ++) over V [G(< κ)] = V0. For α ≤ κ++ we

denote V [G(< κ), GS
κ(< α)] by Vα. For each component γ of Sacks(κ, κ++),

we denote by Aγ the subset of κ which codes the generic for that component.

Let U ∈ Vκ++ be the normal measure on κ which is used to define the Prikry

forcing.

By arguments in [2], this forcing preserves cardinals and sets 2κ = κ++.

The Prikry forcing is well-defined, since κ remains measurable after forcing

over V0 with Sacks(κ, κ++). It remains to fold in the Prikry forcing to the

argument that no universal graph exists in the extension. In order to do

this, we must be able to restrict the Sacks product at κ, but still be able to

define the Prikry generic. We state a general lemma to this effect.

Lemma 3.4. Suppose that V is a model of 2κ = κ+. Let P be a ≤ κ-

support product of forcings Pi for i < κ++ with |Pi| ≤ κ+ such that P

has the κ-covering property. Suppose that G is P -generic and that U is a

normal measure on κ in V [G]. Then

T = {α < κ++ : cf(α) = κ+ and U ∩ V [G(< α)] ∈ V [G(< α)]}

is a stationary subset of κ++.

Proof Let U
˜

be a P -name for U and let N ∈ V be an elementary submodel

of some large H(θ) which has size κ+, is closed under κ-sequences, and has

P,U
˜

as elements. By closure under κ-sequences we have that α = N ∩ κ++
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has cofinality κ+. In fact, since κ+ ⊆ N , it follows that H(κ++) ∩ N is

transitive. Note that the set of such α is stationary in κ++ ∩ cof(κ+).

We may assume that each Pi has universe κ+. This together with the κ-

support of P and the closure of N under κ-sequences implies that P ∩ N
is precisely P (< α). Let G be P -generic over V . Since P has the κ++-cc

and by the transitivity of H(κ++) ∩ N , if A ∈ N is a maximal antichain

in P , then in fact A ⊆ N . Thus G ∩ A ∩ N 6= ∅; so G ∩ N is N -generic.

In fact, since P ∩ N = P (< α) we have that G ∩ N = G(< α). Therefore

N [G(< α)] is an elementary submodel of H(θ)[G].

Let B be any subset of κ in V [G(< α)]. Let B
˜

be a P (< α) name for B and

let p ∈ P (< α) force thatB
˜
⊆ κ. For each i < κ letDi = {r ≤ p : r ‖ i ∈ B

˜
}.

As Di is dense in P (< α) we may find Xi ⊆ Di a maximal antichain in

P (< α). Define a function f : κ → P (< α) by {f(i)} = G ∩ Xi for each

i < κ. Thus, p 
 {f
˜

(i)} = G
˜
∩Xi where f

˜
is the canonical P (< α) name

for f .

By the κ-covering of P (< α) in N , there is q ≤ p and C ∈ N such

that |C| = κ and q 
 ran(f
˜

) ⊆ C. Now C may be used to define

a name B′
˜

in N so that q 
 B
˜

= B′
˜

. It follows by elementarity that

UG∩N [G(< α)] = UG(<α) and belongs toN [G(< α)], therefore to V [G(< α)],

as desired. �

It is clear that for α ∈ T we have U ∩ Vα is a normal ultrafilter in Vα so

we may define the Prikry forcing Pr(U ∩ Vα) in Vα. Let C be the Prikry

generic ω-sequence over Vκ++ . For α ∈ T we have that C is also the generic

ω-sequence for Pr(U ∩ Vα) over Vα. This is because of a result of Mathias

(see e.g. [6, Theorem 21.14]) which characterises a Prikry sequence C as an

ω-length subset of κ for which for every X ∈ U , C \X is finite.

Assume that H∗ ∈ Vκ++ [C] is a universal graph of size κ+ and let α∗ ∈ T
be such that H∗ ∈ Vα∗ [C]. Such an α may be found as in Lemma 2.3.

We may construct a graph H ∈ Vκ++ of size κ+ as in Counterexample

Construction 2.4. Let Y ⊆ κ++ of size κ+ be such that min(Y ) > α∗ and

Y ∩ T is cofinal in sup(Y ) and has cofinality κ+.

By the universality of H∗ there exists an embedding f : H → H∗. The

object f � κ has size κ so we would like to find V ′ in a similar way as in

Lemma 2.5 so that f � κ ∈ V ′.
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Lemma 3.5. For any B ∈ Vκ++ [C] such that B has size κ there exists V ′

such that Vα∗ [C] ⊆ V ′ ⊆ Vκ++ [C], and X ⊆ κ++ with |X| ≤ κ such that

V ′ = Vα∗ [C,GS
κ � X] and B ∈ V ′.

Proof For each i < κ we choose Xi, a maximal antichain of conditions in

Pκ deciding whether i ∈ B. Let Z = {pi : {pi} = Xi ∩ G} and let Z
˜

be a

Pκ-name for Z. By κ-covering of Pκ, given Z
˜

and a condition p ∈ Pκ there

exists D of size κ in V0 and q ≤ p such that q 
 Z
˜
⊆ D.

For all p ∈ Pκ, the condition p can be written as (pS, p
˜

Pr) where pS is

a condition in Sacks(κ, κ++) and p
˜

Pr is forced by pS to be a condition in

Pr(U
˜

). Let X = {β : β ∈ supp(qS) ∪
⋃
i<κ supp(pSi )}. Then |X| = κ and

V ′ = Vα∗ [C,GS
κ � X] has the desired properties. �

We want to see that there is γ ∈ Y such that Aγ 6∈ V ′.

Lemma 3.6. There exists β ∈ Y with β 6∈ X such that Aβ 6∈ V ′.

Proof First assume there is β ∈ Y such that β > sup(X) and choose one

such that there is a γ ∈ Y ∩ T with sup(X) < γ < β. This is possible

by assumption on Y . Since the κ-Sacks generic functions are “mutually

generic”, it must be the case that Aβ ∈ Vγ[C] and Aβ 6∈ Vγ.

However, it cannot be the case that Vγ[Aβ] ⊆ Vγ[C] as the former contains

a club in κ+ which does not contain a club in Vγ and in the latter model,

as Prikry forcing is κ+-cc, all clubs in κ+ contain clubs in Vγ. To prove the

former, we give a general claim:

Claim 3.7. Let V be a model of 2κ = κ+ and let S be κ-Sacks forcing. In

V S there exists a club C in κ+ such that there is no D ∈ V club such that

D ⊆ C.

Proof Write the H(κ+) of V as L[A] where A ⊆ κ+. Let AS
˜
∈ κ2 be an

S-name for the κ-sequence derived from the S-generic.

Define a function R with domain S × κ2 such that

R(T,B) = {β < κ : B(Split2·β(T )) = 0}.

Let C ∈ V S be the set of all α < κ+ such that for all T ∈ Lα[A] ∩ S either

R(T,AS) ∈ Lα[A] or R(T,AS) 6∈ V . For a given AS in the extension, C is

a club.
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Now we will work in V , so let C
˜

be an S-name for C. Let X ⊆ κ+ be any

unbounded subset in V and let T ∈ S be any condition. Choose α ∈ X

such that T ∈ Lα[A]. Prune the tree T on each Split2·β(T ) to obtain T ∗

such that for every branch B∗ of T ∗ we have R(T,B∗) ∈ V \ Lα[A]. Thus,

T ∗ 
 α 6∈ C
˜

. �

Now let X be such that there is x ∈ X with x ≥ sup(Y ). We would like

to rearrange the components of the Sacks product so that we may reduce

to the first case. We will do this via an automorphism π : Sacks(κ, κ++)→
Sacks(κ, κ++). Such a map induces an automorphism of Sacks(κ, κ++)-

names, call this map π′. Note that if τ is a canonical Sacks(κ, κ++)-name

for a ground model element then π′(τ) = τ . This in turn induces an auto-

morphism of Sacks(κ, κ++) ∗ Pr(U
˜

) as follows:

π′′ : (p, q
˜

) 7→ (π(p), π′(q
˜

))

With such an automorphism we have the following fact, see e.g. [9]:

Fact 3.8. If (p, q
˜

) 
 φ(σ1
˜
, ..., σn

˜
) where σ1

˜
, ..., σn

˜
are canonical Sacks(κ, κ++)-

names then π′′(p, q
˜

) 
 φ(π′(σ1
˜

), ...π′(σn
˜

)).

Note that any Sacks(κ, κ++)-name can be viewed canonically as a Sacks(κ, κ++)∗Pr(U
˜

)-

name.

For contradiction, choose a condition (p, q
˜

) 
 for all γ ∈ Y , Aγ ∈ V ′ and

(p, q
˜

) ∈ Gκ where Gκ is the Pκ-generic generated by GS
κ and C.

The Sacks(κ, κ++)-name q
˜

is a name for a Prikry condition (s, A
˜

) where s

is a finite sequence of elements of κ (and therefore can be assumed to be in

the “ground model” V0) and A
˜

is a name for a subset of κ in U
˜

. We may

build a generalised fusion sequence below p with meet p′ such that p′ will

decide κ-many possibilities for A
˜

.

The name C
˜

is a Sacks(κ, κ++) ∗ Pr(U
˜

)-name for a subset of κ of size ℵ0.
We may extend (p′, q

˜

′) to (p′′, q
˜

′′) which decides κ-many possibilities for

where the antichains in C
˜

meet the generic. Let Z∗ be X together with the

support of p′′ which has size κ. Rename (p′′, q
˜

′′) to (p, q), that is, we may

assume without loss of generality that (p, q) already had these properties.

Now let i ∈ Y \ Z∗ and j > γ where γ ∈ T such that γ > sup(Z∗). Let

π be the automorphism which switches the Sacks component i with the

component j.
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Now by the Automorphism Fact above, we have

π′′(p, q
˜

) 
 π′(GS

˜
(κ)) � Y ∈ Vα∗ [π′(C

˜
), π′(GS

˜
(κ)) � X].

However, by choice of Z∗ we have π′(q
˜

) = q
˜

and π(p) = p. Also GS

˜
(κ) � X

and C
˜

are fixed by π′, π′′, respectively so in fact:

(p, q
˜

) 
 π′(GS

˜
(κ)) � Y ∈ Vα∗ [C

˜
, GS

˜
(κ) � X]

and in particular

(p, q
˜

) 
 π′(gi) ∈ Vα∗ [C
˜
, GS

˜
(κ) � X]

where π′(gi
˜

) = gj
˜

.

Since the condition (p, q
˜

) was chosen in Gκ, we have that gj ∈ V ′. This

reduces to the first case. �

Thus, we may choose γ ∈ Y such that Aγ 6∈ V ′. However, Lemma 2.6 also

holds in this case, giving the contradiction. �

4. The case of ℵω+1

In this section, let Coll(α, β) denote the standard Levy collapse forcing

which collapses β to α.

Theorem 4.1. Assume V � GCH and there exists κ which is (κ + 2)-

hypermeasurable. There is a forcing P such that in V P there is no universal

ℵω+1-graph and 2ℵω > ℵω+1.

Proof We use the Prikry collapse forcing first developed by Magidor in

[10] and put to further use by Gitik in [5]. This forcing takes κ as in the

statement, increases 2κ to κ++ and then collapses κ to ℵω.

The proof is similar to that of Theorem 3.3 with the notable exception of

Lemma 3.4.

Let P = 〈Pα : α ≤ κ〉 be an Easton support iteration which is trivial except

when α is inaccessible. For α ≤ κ inaccessible let Pα = Sacks(α, α++).

Let GS
κ be generic for Sacks(κ, κ++) over V [G(< κ)] = V0. For α ≤ κ++ we

denote V [G(< κ), GS
κ(< α)] by Vα. For each component γ of Sacks(κ, κ++),

we denote by Aγ the subset of κ which codes the generic for that component.
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By arguments in [2], the forcing P preserves cardinals and the measura-

bility of κ and sets 2κ = κ++. If j′ : V → M witnesses the (κ + 2)-

hypermeasurability of κ in V then let j : Vκ++ → M [H] be the elemen-

tary embedding generated by the ultrapower on U , a normal measure on

κ in Vκ++ . We need to show that P satisfies the additional property that

in the P-generic extension Vκ++ there exists a set G which is generic for

CollM [H]((κ+++)M [H], j(κ)) over M [H]. This is called the guiding generic

and is used to ensure that the Prikry collapse forcing has the κ+-cc. The

existence of the guiding generic after such Sacks forcing has been shown and

will appear in A. Halilović’s forthcoming PhD thesis. We provide the proof

here for the convenience of the reader.

Lemma 4.2. There exists a set G ∈ Vκ++ which is generic for CM =

CollM [H]((κ+++)M [H], j(κ)) over M [H].

Proof Let H(< j(κ)) be the generic for the forcing j(P) in M up to j(κ).

We know that CM has the j(κ)-cc inM [H] and SacksM [H(<j(κ))](j(κ), j(κ)++)

is (< j(κ))-closed. Thus, for anyA ⊆ CM a maximal antichain, A ⊆M [H(< j(κ))].

Now A = σ
˜
M [H(<j(κ))] where σ

˜
is a j(P(< κ))-name in M . We have that

[σ = j(f)(α)]H(<j(κ)) for some α < (κ++)M and f ∈ V0 such that f : κ→ V .

Since |j(P(< κ))| = j(κ) and j(P(< κ)) has the j(κ)-cc (as κ is inaccessible),

we have j(f)(α) ∈ Vj(κ) and so we may assume f : κ→ Vκ.

For each f : κ → Vκ, define Ff = {A ⊆ CM : A = j(f)(α)H(<j(κ)) for

some α < (κ++)V }. Then |Ff | = (κ++)M and CM is κ+++-distributive in

M [H(< j(κ))]. Therefore, for each f we may find a condition pf ∈ CM

which meets every antichain in Ff . Since there are only 2κ = κ+ many

functions f in V , we may use the pf ’s as a base for forming the generic

filter. �

Using the guiding generic G and a normal measure U on κ we may now

define Prikry collapse forcing R in Vκ++ . A condition p ∈ R is a tuple

(n, ᾱ, f̄ , A, F ) such that the following hold:

• n < ω

• ᾱ = 〈αi : i < n〉 a strictly increasing sequence of inaccessibles such

that α0 = ℵ1
• f̄ = 〈fi : i < n〉 such that for i < n− 1 we have

fi ∈ Coll(α+++
i , αi+1) and fn−1 ∈ Coll(α+++

n−1 , κ)

• A ∈ U such that min(A) > αn−1
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• dom(F ) = A and F (α) ∈ Coll(α+++, κ) for all α ∈ A
• [F ]U which is in CollM(κ+++, j(κ)) is an element of G.

The conditions are ordered as follows: we have p′ ≤ p if and only if

• n′ ≥ n

• for all i < n we have αi = α′i and fi ⊆ f ′i
• A′ ⊆ A

• if α ∈ A then F (α) ⊆ F ′(α)

• for all i ≥ n we have α′i ∈ A and f ′i ⊇ F (α′i).

Prikry collapse forcing has the κ+-cc.

Fix U,G ∈ Vκ++ the normal measure on κ and the guiding generic which

are used to define the Prikry collapse forcing. As in the proof of Theorem

3.3, we must be able to restrict the Sacks product at κ, but still be able to

define the Prikry collapse generic. To do this, we first need that the Prikry

collapse generic is completely determined by the ω-sequence of collapses.

Lemma 4.3. If C = 〈Gαi
: i < ω〉 is the sequence of generics for the

Levy collapses Coll(α+++
i , αi+1) which are derived from the Prikry collapse

generic GR then GR is uniquely determined by C.

Proof Let ᾱω be the ω-sequence of ordinals αi from C. Let S be the set of

conditions in Prikry collapse forcing (n, ᾱ, f̄ , A, F ) such that

• n < ω

• ᾱ = 〈αi : i < n〉 is an initial segment of ᾱω

• f̄ = 〈fi : i < n〉 such that for i < n− 1 we have

fi ∈ Gαi
and fn−1 ∈ Coll(α+++

n−1 , κ)

• A ∈ U such that min(A) > αn−1 and {αi ∈ ᾱω : i ≥ n} ⊆ A

• dom(F ) = A and F (α) ∈ Coll(α+++, κ) for all α ∈ A
• for i ≥ n we have F (αi) ∈ Gαi

• [F ]U which is in CollM(κ+++, j(κ)) is an element of G.

We will show that any two conditions p, p′ in S are compatible. Assume

without loss of generality that n ≤ n′. The only problem in finding a

condition below these two is that F and F ′ might contain incompatible

conditions from the collapses. However, j(F )(κ) and j(F ′)(κ) are both

elements of G and so must be compatible. Thus there is a set B ∈ U such

that for α ∈ B we have α ∈ A ∩ A′ and F (α) and F ′(α) are compatible.
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Now let F ′′ have domain B ∪ {αi : i ≥ n} such that for α ∈ B we have

F ′′(α) < F (α), F ′(α).

Since fi and f ′i both come from the generic Gαi
, they must also be compat-

ible. Let f ′′i < fi, f
′
i for i ≤ n− 1, let f ′′i = f ′i for all i ∈ [n, n′ − 1) and let

f ′′n−1 < f ′n−1, F
′′(α′n−1). Call this f̄ ′′ = 〈f ′′i : i < n′〉.

Now let p′′ = (n′, ᾱ′, f̄ ′′, B, F ′′). It is routine to check that this is a condition

and below p and p′.

It is also easy to check that GR ⊆ S. Therefore, since any condition com-

patible with all conditions in the generic is in the generic, we have GR = S.

�

Lemma 4.4. The set T of all α < κ++ with cf(α) = κ+ such that U∩Vα ∈ Vα
and for which C (as in Lemma 4.3) determines a Prikry collapse generic over

Vα is a stationary subset of κ++.

Proof Let U
˜

be a P-name for U , let G
˜

be a P-name for G and let N̄ ∈ V
be an elementary submodel of some large H(θ) which has size κ+, is closed

under κ-sequences and has P, U
˜

and G
˜

as elements. Let N be the transitive

collapse of N̄ . By closure under κ-sequences we have that α = N ∩ κ++

has cofinality κ+. In fact, since κ+ ⊆ N , it follows that H(κ++) ∩ N is

transitive.

Similar arguments to Lemma 3.4 show that N [G(< α)] is an elementary

submodel of H(θ)[G].

By the generalised fusion property of κ-Sacks forcing (which implies κ-

covering) and arguments as in Lemma 3.4, any subset of κ in Vα has a name

of size κ in P(< α) and therefore has a name in N . It follows by elementarity

that UG ∩N [G(< α)] = UG(<α) and belongs to N [G(< α)], therefore to Vα,

as desired.

Let π : N [G(< α)]→ H(θ)[G] be the lifted embedding. We will show that

if H is Prikry collapse generic over H(θ) using U and G, then π−1[H] is

Prikry collapse generic using π−1(U) = U ∩N [G(< α)] and π−1(G).

First note that π−1(U) = U ∩ Vα since N [G(< α)] and Vα have the same

subsets of κ. Also π−1(G) is a subset of Coll(κ+++, j(κ)) in the ultrapower

by U ∩N [G(< α)] = U ∩ Vα and thus also belongs to Vα.
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Let X ∈ N [G(< α)] be a maximal antichain in RN [G(<α)](π−1(U), π−1(G)).

Then π(X) is a maximal antichain in R(U,G). By the κ+-cc, |X| ≤ κ. The

critical point of π must be > κ+ since N is closed under κ-sequences, so

π(X) = π[X].

Let C be the ω-sequence generated by the generic as in Lemma 4.3. By the

same lemma C is uniquely determined by H. Using the same reasoning as

for π(X), we also have π(C) = π[C]. Therefore,

Vα[G(< α)][π−1[H]] = Vα[G(< α)][C].

�

It is clear that for α ∈ T we have U ∩ Vα is an ultrafilter in Vα and G ∩ Vα
is a guiding generic in Vα so we may define the Prikry collapse forcing

R(U ∩ Vα,G ∩ Vα) in Vα. Let C be the Prikry collapse generic ω-sequence

over Vκ++ . By Lemma 4.3, for α ∈ T we have that C is also the generic

ω-sequence for R(U ∩ Vα,G ∩ Vα) over Vα.

The rest of the argument proceeds as in the proof of Theorem 3.3 using the

fact that Prikry collapse forcing has the κ+-cc.

Assume that H∗ ∈ Vκ++ [C] is a universal graph of size κ+ and let α∗ ∈ T
be such that H∗ ∈ Vα∗ [C] as in Lemma 2.3.

As in Counterexample Construction 2.4 construct the graph H ∈ Vκ++ with

universe κ ∪ Y where Y ⊆ κ++ of size κ+ with min(Y ) > α∗ and Y ∩ T is

cofinal in sup(Y ) and has cofinality κ+.

By the universality of H∗ there exists an embedding f : H → H∗. Find V ′

and X in a similar way as in Lemma 3.5 so that f � κ ∈ V ′. To see that

there is a β ∈ Y \ X such that Aβ 6∈ V ′, we need the analogue of Lemma

3.6.

The proof of Lemma 3.6 relies on properties of the Sacks forcing except

when showing that it cannot be the case that Vγ[Aβ] ⊆ Vγ[C]. By Claim

3.7 Vγ[Aβ] contains a club in κ+ which does not contain a club in Vγ and

again the Prikry collapse forcing has the κ+-cc and therefore all clubs in

Vγ[C] ∩ κ+ contain clubs in Vγ.

Thus, we may choose γ ∈ Y such that Aγ 6∈ V ′. As Lemma 2.6 also holds,

we obtain the desired contradiction. �
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5. High complexity

In fact, the forcings above give even stronger negative universality results.

We proved in the cases above that there cannot be one λ+-graph which

embeds all λ+ graphs, but it is also true that no small family of such graphs

can embed the rest.

The following is an analogue of Theorem 2.2.

Theorem 5.1. Let V � λ<λ = λ and let P be a ≤ λ-support product

forcing 〈Pα : α < α∗〉 such that α∗ ≥ λ+++ is regular and P has the λ-

covering property and such that the generic at any component Pα can be

coded as a subset of λ. Then in MP the complexity for λ+-graphs is 2λ = α∗.

Note that if there is no universal λ+-graph, the minimum complexity must

be ≥ λ++ as the disjoint union of a ≤ λ+-sized universal family would be

a universal λ+-graph. This is the reason that we only consider products of

length ≥ λ+++.

Proof For contradiction let H̄ = {Hβ : β < β∗} for some β∗ < α∗ be a small

universal family of λ+-graphs in V P . By similar arguments to Theorem 2.2

we know that H̄ must be caught by some initial segment of the product

of length γ < α∗. Define the graph H as in Counterexample Construction

2.4 where Y = [γ, γ + λ+). By assumption there is β such that there is an

embedding f : H ↪→ Hβ. The rest of the argument proceeds as before. �

The analogue to Theorem 3.3 requires slightly more consistency strength to

extend the product. Namely, for a product of length κ(+α), we require that

κ be a (κ+ α)-hypermeasurable (see [5]).

Theorem 5.2. Assume V � GCH and κ is a (κ + α)-hypermeasurable

cardinal for some ordinal α such that κ+α is regular. There is a forcing P

such that in V P the complexity of κ+-graphs is 2κ = κ+α and κ is singular.

Note that the proof of this requires a straightforward generalisation of

Lemma 3.4 to longer products.

6. Open questions

We conclude with some possible continuations on this subject.
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Question 6.1. Is it possible to extend this type of proof to get the non-

existence of a universal graph at the successor of a singular of cofinality

> ℵ0?

Question 6.2. In the case where a measurable is collapsed to ℵω, how far

can we raise the powerset of ℵω and still obtain the negative universality

result? What if it were collapsed to ℵω1?
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