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Abstract. Let E,F be equivalence relations on N. We say that E is com-
putably reducible to F , written E ≤ F , if there is a computable function
p : N→ N such that xEy ↔ p(x)Fp(y). We show that several natural Σ0

3

equivalence relations are in fact Σ0
3 complete for this reducibility. Firstly,

we show that one-one equivalence of computably enumerable sets, as
an equivalence relation on indices, is Σ0

3 complete. Thereafter, we show
that this equivalence relation is below the computable isomorphism rela-
tion on computable structures from classes including predecessor trees,
Boolean algebras, and metric spaces. This establishes the Σ0

3 complete-
ness of these isomorphism relations.

1 Introduction

Invariant descriptive set theory studies the complexity of equivalence relations
on the reals via Borel reductions (see [6]). An analog for equivalence relations on
natural numbers, where the reductions are computable functions, was already
introduced in [1], and has received considerable attention in recent years [7,3].

The isomorphism relation on a class of structures is a natural example of
an equivalence relation. A countable structure in a countable signature can be
encoded by a real. The complexity of the isomorphism relation on (reals encod-
ing) countable structures has been studied in invariant descriptive set theory
beginning with H. Friedman and Stanley [5]. For instance, they showed that
isomorphism of countable graphs is not Borel complete for analytic equivalence
relations.

We may assume that the domain of a countable structure is an initial segment
of N. Then the quantifier free statements involving elements of the structure
can also be encoded by natural numbers. Suppose the signature is computable.
We say that a presentation of a countable structure is computable if its atomic
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diagram, that is, all the quantifier free facts about the structure, is a computable
set. A computable index for the atomic diagram is also called a computable
index for the structure. As a general rule, familiar countable structures all have
computable presentations. Examples include (Z,+) and (Q, <).

Following Fokina et al. [4], for a class K of structures, we denote by I(K)
the set of computable indices for structures in K. For common classes, this
will be an arithmetical set. Isomorphism can now be viewed as an equivalence
relation on I(K), and clearly is Σ1

1 . Fokina et al. [4] studied possible analogs of
some results in [5] for isomorphism on computable structures. Their reduction,
denoted ≤FF , was a slight extension of computable reducibility which allows for
partial computable functions as reductions as long as their domain contains the
relevant set I(K). In contrast to the above-mentioned result of [5], they proved
as a main result that isomorphism of computable graphs is ≤FF complete for
Σ1

1 equivalence relations. Coding graphs into structures, they then obtained the
similar result for other classes, such as torsion free abelian groups, and linear
orders. Boolean algebras were notably absent.

In this paper, we go one step further in effectivizing the setting of [5]: we also
require that the isomorphisms are computable. For computable presentations
C,D of structures in the same computable signature, we write

C ∼=comp D

if there is a partial computable bijection between the domains of C,D (initial
segments of N) which induces an isomorphism of the structures. Clearly, if I(K)
is Σ0

3 , then computable isomorphism on I(K) is also Σ0
3 .

We will show that for several classes of structures, the computable isomor-
phism relation is a Σ0

3 -complete equivalence relation under computable reducibil-
ity: computable trees and graphs, computable Boolean algebras, and (with some
adjustment of terminology) metric spaces. Note that for some classes, however,
the computable isomorphism problem may be less complex than Σ0

3 . For in-
stance, consider the class K of computable permutations of order 2. Then I(K)
is Π0

2 . The computable isomorphism relation on I(K) is also Π0
2 . This is so be-

cause we only need to figure out whether for two given permutations, both have
the same number of 1-cycles, and the same number of 2-cycles.

Our completeness results rely on a recursion theoretic fact of interest by itself.
As usual let (We)e∈N be an effective listing of the computably enumerable sets.
Recall that sets A,B ⊆ N are 1-equivalent, A ≡1 B, if there is a computable
permutation h of N such that h(A) = B.

Theorem 1 For each Σ0
3 equivalence relation S, there is a computable func-

tion g such that

ySz ⇒Wg(y) ≡1 Wg(z), and

¬ySz ⇒Wg(y),Wg(z) are Turing incomparable.

The proof will be given in Section 3. As an immediate consequence, we have:
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Corollary 2. Many-one equivalence and 1-equivalence on indices of c.e. sets
are Σ0

3 complete for equivalence relations under computable reducibility.

Note that this is significantly stronger than the mere Σ0
3 completeness of ≡m as

a set of pairs of c.e. indices, which follows for instance because the m-complete
c.e. set have a Σ0

3 complete index set.
As a further consequence, Turing equivalence on indices of c.e. sets is a Σ0

3

hard equivalence relation for computable reducibility. However, this equivalence
relation is only Σ0

4 . We conjecture that it is in fact Σ0
4 complete in our sense.

In the following Section 2, we will encode 1-equivalence on indices of c.e. sets
into computable isomorphism for the relevant classes. We then use Corollary 2
to conclude these isomorphism relations are Σ0

3 complete.

2 Computable isomorphism of computable structures

2.1 Computable trees and computable equivalence relations

We use the terminology of Fokina et al. [4]. In particular, a tree is a structure
in the language containing the predecessor function as a single unary function
symbol. The root is its own predecessor. A countable tree can be represented
by a nonempty subset B of ω<ω closed under prefixes. The unary predecessor
function takes off the last entry of a non-empty tuple of natural numbers, and
maps the empty tuple to itself.

A tree has a computable presentation iff we can choose B c.e. For in that
case B is the range of a partial computable 1-1 function φ with domain an initial
segment of ω; the preimage of the predecessor function under φ is the required
computable atomic diagram.

We let
Te = {σ : ∃τ � σ [τ ∈We]},

where the e-th c.e. set We is now viewed as a subset of ω<ω. Then (Te)e∈N is a
uniform listing of all computable trees.

We say a tree has height k if every leaf has length at most k.

Proposition 3 Computable isomorphism of computable trees of height 2 where
every node at level 1 has out-degree at most 1 is a complete Σ0

3 equivalence
relation.

Proof. Let h be a computable function such for each e, Th(e) is the tree

{∅} ∪ {〈x〉 : x ∈ ω} ∪ {〈x, 0〉 : x ∈We}.

Clearly, Wy ≡1 Wz iff Th(y) is computably isomorphic to Th(z). Now we apply
Corollary 2.

A similar argument shows:

Proposition 4 Computable isomorphism of computable equivalence relations
where every class has at most 2 members is a complete Σ0

3 equivalence relation.
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2.2 Boolean algebras

For a linear order L with least element, Intalg L denotes the subalgebra of the
Boolean algebra P(L) generated by intervals [a, b) of L where a ∈ L and b ∈
L∪ {∞}. Here ∞ is a new element greater than any element of L, and [a,∞) is
short for {x ∈ L : x ≥ a}. Note that Intalg L consists of all sets S of the form

S =

n⋃
r=1

[ar, br)

where a0 < b0 < a1 . . . < bn ≤ ∞. From a computable presentation of L as a
as a linear order, we may canonically obtain a computable presentation of the
Boolean algebra Intalg L.

Theorem 5. Computable isomorphism of computable Boolean algebras is com-
plete for Σ0

3 equivalence relations.

Proof. Let (V e)e∈N be an effective listing of the c.e. sets containing the even
numbers. The relation of 1-equivalence ≡1 of c.e. sets V e is Σ0

3 complete by
Theorem 1 and its proof below. We will computably reduce it to computable
isomorphism of computable Boolean algebras. We define the Boolean algebra
Ce to be the interval algebra of a computable linear order Le. Informally, to
define Le, we begin with the order type ω. For each x ∈ ω, when x enters V k we
replace x by a computable copy of [0, 1)Q. More formally,

Le =
⊕

x∈ωM
e
x ,

where Me
x has one element mk

x = 2x, until x enters V e; if and when that happens,
we expand Me

x to a computable copy of [0, 1)Q, using the odd numbers, while
ensuring that mk

x = minMk
x holds in Lk. Also note that the domain of Lk is N

because 0 ∈ V k.

Claim. V e ≡1 V
i ⇔ Ce ∼=comp C

i.

⇒: Suppose V e ≡1 V
i via a computable permutation π. We define a computable

isomorphism Φ : Ce ∼= Ci.
(a) Let Φ(me

x) = mi
π(x). Once x enters V e, we know that π(x) ∈ V i. So we may

always ensure that Φ restricts to a computable isomorphism of linear orders
Me
x
∼= M i

π(x).

(b) Consider an element S of Ce. It is given in the form S =
⋃n
r=1[ar, br) where

a0 < b0 < a1 . . . < bn for ar, br ∈ Le∪{∞} as above. If bn <∞, we can compute
the maximal x ∈ ω such that Me

x ∩ S 6= ∅. Define

Φ(S) =
⋃
y≤x

Φ(S ∩Me
y ).

Note that the set Φ(S ∩Me
y ) can be determined by (a).

If bn =∞, then let Φ(S) be the complement in Li of Φ(Le \ S).
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⇐: Now suppose that Ce ∼=comp C
i via some computable isomorphism Φ. We

show that V e ≤1 V
i via some computable function f . Suppose we have defined

f(y) for y < x. We have Φ(Me
x) =

⋃n
r=1[ar, br) where ar, br ∈ Li∪{∞} as above.

If n > 1 then Me
x is not an atom in Ce, whence x ∈ V e. Thus let f(x) be the

least even number that does not equal f(y) for any y < x.
Now suppose n = 1. If a1 = mi

y, b1 = mi
y+1 then let f(x) = y. Otherwise,

again we know Me
x is not an atom in Ce, and define f(x) as before.

By symmetry, we also have V i ≤1 V e, and hence V i ≡1 V e by Myhill’s
theorem.

2.3 Metric spaces

Let (M,d) be a metric space, and let (αi)i∈N be a dense sequence in M without
repetitions. We say that M = (M,d, (αi)i∈N) is a computable metric space if
d(αi, αk) is a computable real uniformly in i, k. We call the elements of the
sequence (αi)i∈N the special points. For background on computable metric spaces,
see [2].

A computable metric space is discrete if every point is isolated. For such a
space, necessarily every point is a special point.

Corollary 6 Computable isometry of discrete computable metric spaces is com-
plete for Σ0

3 equivalence relations.

Proof. Given a computable treeB, create a discrete computable metric spaceMB

as follows: if a string 〈x〉 enters B, add a point px. If later 〈x, i〉 enters B for the
first i, add a further point qx. Declare d(px, qx) = 1/4. Declare d(px, py) = 1 and
d(qx, py) = 1 (if qx exists). Clearly for trees B,C as in Cor. 3, B is computably
isomorphic to C iff MB is computably isometric to MC .

3 Proof of Theorem 1

Since S is Σ0
3 , there is a uniformly c.e. triple sequence

(Vy,z,i)y,z,i∈ω,y<z

of initial segments of N such that for each y < z,

ySz ⇔ ∃i Vy,z,i = ω.

We build a uniformly c.e. sequence of sets Ax = Wg(x) (x ∈ ω), g computable.
We meet the following coding requirements for all y < z and i ∈ ω.

Gy,z,i : Vy,z,i = ω ⇒ Ay ≡1 Az.

We meet diagonalization requirements for u 6= v,

Nu,v,e : u = min[u]S ∧ v = min[v]S ⇒ Au 6= Φe(Av).

where Φe is the e-th Turing functional, and [x]S denotes the S-equivalence class
of x. Meeting these requirements suffices to establish the theorem.
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The basic strategies to meet the requirements are as follows. If Vy,z,i = ω,
a strategy for Gy,z,i “finds out” that z is S-related to the smaller y. Hence it
builds a computable permutation h such that Ay ≡1 Az via h.

A strategy for Nu,v,e picks a witness n, and waits for Φe(Av;n) to converge.
Thereafter, it ensures that this computation is stable and Au(n) does not equal
its output Φe(Av;n) by enumerating n into Au if this output is 0.

The tree of strategies. To avoid conflicts between strategies that enumerate into
the same set Az, we need to provide the strategies with a guess at whether z
is least in its S-equivalence class [z]S . An N -type strategy will only enumerates
into Az if according to its guess, z is least in its [z]S ; a G-type strategy only
enumerates into Az if according to its guess, z is not least.

Fix an effective priority ordering of all requirements. We define a tree T of
strategies, which is a computable subtree T of 2<ω. We write α : R if strategy
α is associated with the requirement R. By recursion on |α|, we define whether
α ∈ T , and which is the requirement associated with α. We also define a function
L mapping α ∈ T to a cofinite set L(α) consisting of the numbers x such that
according to α’s guesses, x is least in its equivalence class.

Let L(∅) = ω. Assign to α the highest priority requirement R not yet assigned
to a proper prefix of α such that either (a) or (b) hold.

(a) R is Gy,z,i and z ∈ L(α); in this case put both α0 and α1 on T , and define
L(α0) = L(α) − {z} while L(α1) = L(α) (along α0 we know that x is no
longer the least in its equivalence class)

(b) R is Nu,v,e and u, v ∈ L(α); in this case put only α0 on T , and define
L(α0) = L(α).

For strings α, β ∈ 2<ω, we write α <L β if there is i such that α �i= β �i,
α(i) = 0 and β(i) = 1. We let α � β denote that α is a prefix of β. We define a
linear ordering on strings by

α ≤ β if α <L β or α � β.

Construction of a u.c.e. sequence of sets (Ax)x∈N. We declare in advance that
Ax(4m+ 1) = 0 and Ax(4m+ 3) = 1 for each x,m. The construction then only
determines membership of even numbers in the Ax.

We define a computable sequence (δs)s∈N of strings on T of length s. Suppose
inductively that δt has been defined for t < s. Suppose k < s and that η = δs �k
has been defined. If η : Nu,v,e let δs(k) = 0. Otherwise η : Gy,z,i. Let t < s be
the largest stage such that t = 0 or η � δt. Let δs(k) = 0 if Vy,z,i,s 6= Vy,z,i,t,
and otherwise δs(k) = 1.

The true path TP is the lexicographically leftmost path f ∈ 2ω such that
∀n∃∞s ≥ n [δs �n≺ f ]. To initialize a strategy α means to return it to its first
instruction. If α : Gy,z,i we also make the partial computable function hα built
by the strategy α undefined on all inputs. At stage s, let init(α, s) denote the
largest stage ≤ s at which α was initialized.

An Nu,v,e strategy α. At stages s:
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(a) Appoint an unused even number n > init(α, s) as a witness for diagonaliza-
tion. Initialize all the strategies β � α.

(b) Wait for Φe(Av;n)[s] to converge with output r. If r = 0 then put n into
Au. Initialize all the strategies β � α.

A Gy,z,i strategy α. If α0 is on the true path then this strategy builds a com-
putable increasing map hα from even numbers to even numbers such thatAy(k) =
Az(hα(k)) for each k. Furthermore, Az − range(hα) is computable. By our defi-
nitions of Ay and Az on the odd numbers, this implies that hα can be extended
to a computable permutation showing that Ay ≡1 Az, as required.

At stages s, if α0 ⊆ δs, let t < s be greatest such that t = 0 or α0 ⊆ δt, and
do the following.

(a) For each even k < s such that k 6∈ dom(hα,t) pick an unused even value
m = hα,s(k) > init(α, s) in such a way that hα remains increasing.

(b) From now on, unless α is initialized, ensure that Az(m) = Ay(k). (We will
verify that this is possible.)

The stage-by-stage construction is as follows. At stage s > 0 initialize all strate-
gies α >L δs. Go through substages i ≤ s. Let α = δs �i. Carry out the strategy α
at stage s.

Verification. To show the requirements are met, we first check that there is no
conflict between different strategies that enumerate into the same set Az.

Claim. Let α : Gy,z,i. Then (b) in the strategy for α can be maintained as long
as α is not initialized.

To prove the claim, suppose a strategy β 6= α also enumerates numbers
into Az. If α0 <L β then β is initialized when α extends its map hα, so the
numbers enumerated by β are not in the range of hα. If β <L α0 then α is
initialized when β is active, so again the numbers enumerated by β are not in
the range of hα. Now suppose neither hypothesis holds, so α0 � β or β ≺ α.

Case β : Nz,v,e. In this case α0 � β is not possible because z 6∈ L(α0). If β ≺ α
then α is initialized when β appoints a new diagonalization witness.
Case β : Gy′,z,i′ . In this case α0 � β is not possible because z 6∈ L(α0). If
β1 � α then α is initialized each time β extends its map hβ . Finally, β0 � α is
not possible because z 6∈ L(β0). This proves the claim.

Claim. Let α be the Nu,v,e strategy on the true path. Suppose α is not initialized
after stage s. Then α only acts finitely often, and meets its requirement.

At some stage ≥ init(α, s) the strategy α picks a permanent witness n. No
strategy β ≺ α can put n into Au because u ∈ L(α). No other strategy can put
n into Au because of the initialization α carries out when it picks n. Suppose now
that at a later stage t, a computation Φe(Av;n)[t] converges. Since v ∈ L(α), no
G-type strategy β ≺ α enumerates into Av. Thus the initialization of strategies
γ � α carried out by α at that stage t will ensure that this computation is
preserved with value different from Au(n). This proves the claim.
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It is now clear by induction that each strategy α on the true path is initialized
only finitely often. Thus theN -type requirements are met. Now suppose α : Gy,z,i
and α0 is on the true path. Then no strategy β � α0 enumerates into Az. Thus
by the initialization at stages s such that α0 � δs, the set Az−range(hα) is com-
putable. As noted earlier, this implies that hα can be extended to a computable
permutation showing that Ay ≡1 Az. There is a computable bijection q between
the set of odd numbers and the set of numbers that are odd, or even but not
in the range of hα, so that m ∈ Ay ↔ q(m) ∈ Az. Now let the permutation be
q ∪ hα.
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