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Abstract

Assuming the existence of a weakly compact hypermeasurable cardinal
we prove that in some forcing extension ℵω is a strong limit cardinal and
ℵω+2 has the tree property. This improves a result of Matthew Foreman
(see [4]).

1 Introduction

For an in�nite cardinal κ, a κ-tree is a tree T of height κ such that every level
of T has size less than κ. A tree T is a κ-Aronszajn tree if T is a κ-tree which
has no co�nal branches. We say that the tree property holds at κ, or TP(κ)
holds, if every κ-tree has a co�nal branch, i.e. a branch of length κ through it.
Thus, TP(κ) holds i� there is no κ-Aronszajn tree. TP(ℵ0) holds in ZFC, and it
is actually exactly the statement of the well-known König's lemma. Aronszajn
showed also in ZFC that there is an ℵ1-Aronszajn tree. Hence, TP(ℵ1) fails in
ZFC.

Large cardinals are needed once we consider trees of height greater than ℵ1.
Silver proved that for κ > ℵ1 TP(κ) implies κ is weakly compact in L. Mitchell
proved that given a weakly compact cardinal λ above a regular cardinal κ, one
can make λ into κ+ so that in the extension, κ+ has the tree property. Thus,
TP(ℵ2) is equiconsistent with the existence of a weakly compact cardinal.

For more of the relevant literature on the tree property we refer the reader to
the following: Abraham [5], Cummings and Foreman [4], and Foreman, Magidor
and Schindler [6] have done work on the tree property at two or more successive
cardinals; Magidor and Shelah [7] have worked on the tree property at successors
of singular cardinals.

Natasha Dobrinen and Sy-D. Friedman [1] used a generalization of Sacks
forcing to reduce the large cardinal strength required to obtain the tree property
at the double successor of a measurable cardinal from a supercompact to a
weakly compact hypermeasurable cardinal (see De�nition 3).

In this paper we extend the method of [1] to obtain improved upper bounds
on the consistency strength of the tree property at the double successor of
singular cardinals.

∗The authors wish to thank the Austrian Science Fund (FWF) for its generous support via
project P19898-N18.
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2 The tree property at κ++

De�nition 1. Let ρ be a strongly inaccessible cardinal. Then Sacks(ρ) denotes
the following forcing notion. A condition p is a subset of 2<ρ such that:

1. s ∈ p, t ⊆ s → t ∈ p.

2. Each s ∈ p has a proper extension in p.

3. For any α < ρ, if 〈sβ : β < α〉 is a sequence of elements of p such that
β < β′ < α → sβ ⊆ sβ′ , then

⋃
{sβ : β < α} ∈ p.

4. Let Split(p) denote the set of s ∈ p such that both sa0 and sa1 are in
p. Then for some club denoted C(p) ⊆ ρ, Split(p) = {s ∈ p : length(s)
∈ C(p)}.

The conditions are ordered as follows: q ≤ p i� q ⊆ p, where q ≤ p means that
q is stronger than p.

Given p ∈ Sacks(ρ), let 〈γα : α < ρ〉 be the increasing enumeration of C(p).
For α < ρ, the α-th splitting level of p, Splitα(p), is the set of s ∈ p of length
γα. For α < ρ we write q ≤α p i� q ≤ p and Splitβ(q) = Splitβ(p) for all β < α.

Sacks(ρ) satis�es the following ρ-fusion property: Every decraesing sequence
〈pα : α < ρ〉 of elements in Sacks(ρ) such that for each α < ρ, pα+1 ≤α pα, has
a lower bound, namely

⋂
α<ρ pα ∈ Sacks(ρ).

The forcing notion Sacks(ρ) is also < ρ -closed, satis�es the ρ++-c.c., and
preserves ρ+. For a proof see [3] or [1].

De�nition 2. Let ρ be a strongly inaccessible cardinal and let λ > ρ be a
regular cardinal. Sacks(ρ, λ) denotes the λ-length iteration of Sacks(ρ) with
supports of size ≤ ρ.

Sacks(ρ, λ) satis�es the generalized ρ-fusion property which we describe next:
For α < ρ, X ⊆ ρ of size less than ρ, and p, q ∈ Sacks(ρ, λ), we write q ≤α,X p
i� q ≤ p (i.e. q � i  q(i) ≤ p(i) for each i < λ) and in addition, for each i ∈ X,
q � i  q(i) ≤α p(i). Every decraesing sequence 〈pα : α < ρ〉 of elements in
Sacks(ρ, λ) such that for each α < ρ, pα+1 ≤α,Xα pα, where the Xα's form an
increasing sequence of subsets of λ each of size less than ρ whose union is the
union of the supports of the pα's, has a lower bound. [The lower bound is q
where q(0) =

⋂
α<ρ pα(0), q(1) is a name s.t. q(0)  q(1) =

⋂
α<ρ pα(1), etc.]

Assuming 2ρ = ρ+, Sacks(ρ, λ) is < ρ -closed, satis�es the λ-c.c., preserves
ρ+, collapses λ to ρ++ and blows up 2ρ to ρ++. For a proof see [3] or [1].

De�nition 3. We say that κ is weakly compact hypermeasurable if there is
weakly compact cardinal λ > κ and an elementary embedding j : V → M with
crit(j) = κ such that H(λ)V = H(λ)M .

Let κ be a weakly compact hypermeasurable cardinal. De�ne a forcing
notion P as follows. Let ρ0 be the �rst inaccessible cardinal and let λ0 be the
least weakly compact cardinal above ρ0. For k < κ, given λk, let ρk+1 be the
least inaccessible cardinal above λk and let λk+1 be the least weakly compact
cardinal above ρk+1. For limit ordinals k < κ, let ρk be the least inaccessible
cardinal greater than or equal to supl<kλl and let λk be the least weakly compact
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cardinal above ρk. Note that ρκ = κ and λκ is the least weakly compact cardinal
above κ.

Let P0 = {10}. For i < κ, if i = ρk for some k < κ, let Q̇i be a Pi-name for
the direct sum

⊕
η≤λk

Sacks(ρk, η):={〈Sacks(ρk, η), p〉: η is an inaccessible ≤ λk

and p ∈ Sacks(ρk, η)}, where 〈Sacks(ρk, η), p〉 ≤ 〈Sacks(ρk, η′), p′〉 i� η = η′ and
p ≤Sacks(ρk,η) p′. Otherwise let Q̇i be a Pi-name for the trivial forcing. Let

Pi+1 = Pi ∗ Q̇i. Let Pκ be the iteration 〈〈Pi, Q̇i〉 : i < κ〉 with reverse Easton
support.

Theorem 1 (N. Dobrinen, S. Friedman). Assume that V is a model of ZFC
in which GCH holds and κ is a weakly compact hypermeasurable cardinal in V .
Let λ > κ be a weakly compact cardinal and let j : V → M be an elementary
embedding with crit(j) = κ, j(κ) > λ and H(λ)V = H(λ)M , witnessing the
weakly compact hypermeasurability of κ. Let G ∗ g be a generic subset of P =
Pκ∗ ˙Sacks(κ, λ) over V . Then in V [G][g], 2κ = κ++, κ++ has the tree property,
and κ is still measurable, i.e. the embedding j : V → M can be lifted to an
elementary embedding j : V [G][g] → M [G][g][H][h], where G ∗ g ∗ H ∗ h is a
generic subset of j(P ) over M .

For a proof see [1].

3 The tree property at the double successor of a

singular cardinal

Theorem 2. Assume that V is a model of ZFC and κ is a weakly compact
hypermeasurable cardinal in V . Then there exists a forcing extension of V in
which cof(κ) = ω and κ++ has the tree property.

Proof. Let λ > κ be a weakly compact cardinal and let j : V → M be an
elementary embedding with crit(j) = κ, j(κ) > λ and H(λ)V = H(λ)M . We
may assume that M is of the form M = {j(f)(α) : α < λ, f : κ → V, f ∈ V }.
First force as in Theorem 1 with P = Pκ ∗ ˙Sacks(κ, λ) over V to get a model
V [G][g] in which 2κ = κ++, κ++ has the tree property, and κ is still measurable,
i.e. there is an elementary embedding j : V [G][g] → M [G][g][H][h], where
G ∗ g ∗H ∗ h is a generic subset of j(P ) over M .

Now force with the usual Prikry forcing which we will denote by R :=
{(s,A) : s ∈ [κ]<ω, A ∈ U}, where U is the normal measure on κ derived
from j. We say that s is the lower part of (s,A). A condition (t, B) is stronger
than a condition (s,A) i� s is an initial segment of t, B ⊆ A, and t − s ⊂ A.
The Prikry forcing preserves cardinals and introduces an ω-sequence of ordinals
which is co�nal in κ. It remains to show that it also preserves the tree property
on κ++ = λ.

In order to get a contradiction suppose that there is a κ++-Aronszajn tree
in some R-extension of V [G][g]. Then in V [G] there is a Sacks(κ, λ) ∗ Ṙ - name
Ṫ of size λ (because Sacks(κ, λ) ∗ Ṙ satis�es λ-c.c.) and a condition (p, ṙ) ∈
Sacks(κ, λ) ∗ Ṙ which forces Ṫ to be a κ++-Aronszajn tree. Recall that λ is
a weakly compact cardinal in V [G]. Therefore, there exist in V [G] transitive
ZF−-models N0, N1 of size λ and an elementary embedding k : N0 → N1 with
critical point λ, such that N0 ⊇ H(λ)V [G] and G, Ṫ ∈ N0.
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Since g is also Sacks(κ, λ)-generic over N0 and the critical point of k is λ, k
can be lifted to k∗ : N0[g] → N1[g][K], where K is any N1[g]-generic subset of
Sacks(κ, [λ, k(λ))) in some larger universe (and where Sacks(κ, [λ, k(λ))) is the
quotient Sacks(κ, k(λ))/Sacks(κ, λ), i.e. the iteration of Sacks(κ) indexed by
ordinals between λ and k(λ)). Consider the forcing R∗ := k∗(Ṙg) in N1[g][K]
and choose any generic C∗ for it such that k∗(r) ∈ C∗, where r = ṙg. Let C :=
(k∗)−1[C∗] be the pullback of C∗ under k∗. Then C is an N0[g]-generic subset
of R, because if ∆ ∈ N0[g] is a maximal antichain of R then k∗(∆) = k∗[∆]
(since crit(k)=λ and R has the κ+-c.c.) and by elementarity k∗(∆) is maximal
in k∗(R) = R∗, so k∗[∆] meets C∗ and hence ∆ meets C. It follows that there
is an elementary embedding k∗∗ : N0[g][C] → N1[g][K][C∗] extending k∗.

We have r ∈ C. So it follows that the evaluation T of Ṫ in N0[g][C]
is a λ-Aronszajn tree. By elementarity k∗∗(T ) is a k∗∗(λ)-Aronszajn tree in
N1[g][K][C∗] which coincides with T up to level λ. Hence T has a co�nal branch
b in N1[g][K][C∗]. We will show that b has to belong to N1[g][C] (i.e. the quo-
tient Q of the natural projection π : Sacks(κ, k(λ)) ∗ Ṙ∗ → RO(Sacks(κ, λ) ∗ Ṙ)
can not add a new branch), and thereby reach the desired contradiction!

Let us �rst analyse the quotient Q of the projection above. In N1[g][C]
we have Q = {(p∗, (s∗, Ȧ∗)) ∈ Sacks(κ, k(λ)) ∗ Ṙ∗ | for all (p, (s, Ȧ)) ∈ g ∗ C,
(p, (s, Ȧ)) does not force that (p∗, (s∗, Ȧ∗)) is not a condition in the quotient}.
Observe that (p, (s, Ȧ)) forces that (p∗, (s∗, Ȧ∗)) is not a condition in Q i� the
two conditions are incompatible, which is the case i� one of the following holds:

1. p∗ � λ is incompatible with p.

2. s∗  s and s  s∗.

3. p∗ � λ is compatible with p, s∗ ⊆ s, and p∗ ∪ p forces that s− s∗  Ȧ∗.

4. p∗ � λ is compatible with p, s ⊆ s∗, and p∗ � λ ∪ p forces that s∗ − s  Ȧ.

It follows that Q = {(p∗, (s∗, Ȧ∗)) ∈ Sacks(κ, k(λ)) ∗ Ṙ∗ | (p∗, (s∗, Ȧ∗)) is com-
patible with all (p, (s, Ȧ)) ∈ g ∗ C}, i.e. Q is the set of all (p∗, (s∗, Ȧ∗)) ∈
Sacks(κ, k(λ)) ∗ Ṙ∗ such that for all (p, (s, Ȧ)) ∈ g ∗ C either

1. p∗ � λ is compatible with p, s∗ ⊆ s, and p∗ ∪ p does not force that
s− s∗  Ȧ∗, or

2. p∗ � λ is compatible with p, s ⊆ s∗, and p∗ � λ ∪ p does not force that
s∗ − s  Ȧ}.

Equivalently, Q is the set of all (p∗, (s∗, Ȧ∗)) ∈ Sacks(κ, [λ, k(λ)))∗ Ṙ∗ such that

1. p∗ ∈ Sacks(κ, [λ, k(λ))),

2. s∗ is an initial segment of S(C) (the Prikry ω-sequence arising from C)

3. p∗ forces that Ȧ∗ is in U̇∗, and

4. for any �nite subset x of S(C), some extension q of p∗ forces x to be a
subset of s∗ ∪ Ȧ∗.

We now again argue indirectly. Assume that b is not in N1[g][C], and let ḃ
in N1[g] be an R ∗ Q̇ - name for b. Identify k(Ṫ ) with the R ∗ Q̇ - name de�ned
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by interpreting the Sacks(κ, k(λ)) ∗ Ṙ∗ - name k(Ṫ ) in N1 as an R ∗ Q̇ - name
in N1[g]. Let ((s0, A0), (p0, (t0, Ȧ0))) be an R ∗ Q̇ - condition forcing that the
Prikry-name Ṫ is a λ-tree and that ḃ is a branch through Ṫ not belonging to
N1[g][Ċ].

Let us take a closer look at the condition ((s0, A0), (p0, (t0, Ȧ0))). Note
that the forcing Q lives in N1[g][C], but its elements are in N1[g], so we can
assume that (p0, (t0, Ȧ0)) is a real object and not just a Prikry-name. The
Prikry condition (s0, A0) forces that p0 is an element of Sacks(κ, [λ, k(λ))), that
t0 is an initial segment of S(Ċ), and that for all �nite subsets x of S(Ċ), some
extension of p0 forces x to be a subset of t0 ∪ Ȧ0. This simply means that t0 is
an initial segment of s0 and for every �nite subset x of s0 ∪A0, some extension
of p0 forces x to be a subset of t0 ∪ Ȧ0.

Moreover, we can assume that s0 equals t0. Namely, from the next claim
follows that the set of conditions of the form ((s,A), (p, (s, Ȧ))) is dense in R∗Q̇.

Claim. Suppose that p is an element of Sacks(κ, [λ, k(λ))) which forces that Ȧ
is in U̇∗. Then there is A(p) ∈ U such that whenever x is a �nite subset of A(p),
there is q ≤ p forcing x to be contained in Ȧ.

Proof of the claim. De�ne the function f : [κ]<ω → 2 by

f(x) =
{

1 if ∃q ≤ p q  x ⊆ Ȧ
0 otherwise.

By normality f has a homogeneous set A(p) ∈ U . It follows that for each n ∈ ω,
f � [A(p)]n has the constant value 1: Assume on the contrary that there is some
n ∈ ω such that f � [A(p)]n has the constant value 0. Then p  x 6⊆ Ȧ for
every x ∈ [A(p)]n, but this is in contradiction with the facts that the measure
U∗ extends U , p  Ȧ ∈ U∗, and A(p) ∈ U .

It now follows easily that the set of conditions of the form ((s,A), (p, (s, Ȧ)))
is dense in R ∗ Q̇. Assume that ((s,A), (p, (t, Ȧ))) is an arbitrary condition in
R ∗ Q̇. We have t ⊆ s. There is some q ≤ p which forces that x := s − t is
contained in Ȧ. Now by shrinking A to A(q) we get that ((s,A(q)), (q, (s, Ȧ)))
is a condition which is below ((s,A), (p, (t, Ȧ))). We will from now on work with
this dense subset of R ∗ Q̇.

Now in N1[g] build a κ-tree E of conditions in Sacks(κ, [λ, k(λ))), whose
branches will be fusion sequences, together with a sequence of ordinals 〈λβ :
β < κ〉, each λβ < λ, as follows:

Consider an enumeration 〈sβ : β < κ〉 of all possible lower parts of conditions
in R, i.e. all �nite increasing sequences of ordinals less than κ, in which every
lower part appears co�nally often. Start building the tree E below the condition
p0 (p0 was chosen such that ((s0, A0), (p0, (s0, Ȧ0))) forces ḃ to be a bad branch).
Assume that the tree E is built up to level β. Then, at stage β of the construction
of the tree, at each node v (a condition in Sacks(κ, [λ, k(λ)))), is associated an
Xv ⊂ [λ, k(λ)), |Xv| < κ; we will �nd stronger (incompatible) conditions v0 and
v1 which on all indices in Xv equal v below level β (for purposes of fusion), i.e.
v0, v1 ≤β,Xv v. (The sets Xv can be chosen in di�erent ways, the only condition
they have to satisfy is that at the end of the construction of the tree E for every
branch through the tree the union of the supports of the conditions (nodes) on
the branch is equal to the union of the corresponding X's.) Before we start
the construction of the level β + 1 of the tree E we need to set some notation.
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Given i ∈ [λ, k(λ)), let Si denote Sacks(κ, [λ, i)). For a node v on level β, let

δv = o.t.(Xv) and dv = |δv (β+12)|. Let 〈ivε : ε < δv〉 be the strictly increasing
enumeration of Xv and let iδv = sup{ivε : ε < δv}. For each ε < δv there are Siv

ε
-

names ṡv
ε,ζ (ζ ∈ β+12) such that Siv

ε
 (ṡv

ε,ζ is the ζ-th node of Splitβ+1(v(ivε ))),
where the nodes of Splitβ+1(v(ivε ))) are ordered canonically lexicographically
(by choosing an Siv

ε
- name for an isomorphism between v(ivε ) and <κ2). Let

〈uv
l : l < dv〉 enumerate

δv (β+12) (the δv-length sequences whose entries are
elements of β+12) so that uv

l = 〈uv
l (ε) : ε < δv〉, where each uv

l (ε) ∈ β+12. We
now need the following two facts:

Fact 1. Suppose that v is a node and l < dv. We can construct a condition
r ≤ v called v thinned through ul, denoted by (v)ul , in the following manner: r �
iv0 = v � iv0, for each ε < δv, r(ivε ) = v(ivε ) � ṡv

ε,uv
l (ε), r � (ivε , ivε+1) = v � (ivε , ivε+1)

and r � (iδv
, k(λ)) = v � (iδv

, k(λ)), where v(ivε ) � ṡv
ε,uv

l (ε) is the subtree of v(ivε )
whose branches go through ṡv

ε,uv
l (ε).

Fact 2. Suppose that v and r are conditions in Sacks(κ, [λ, k(λ))) with r ≤
(v)ul . Then there is a condition v′ such that v′ ≤β,Xv v and (v′)ul ∼ r (i.e.
(v′)ul ≤ r and r ≤ (v′)ul). We say that v′ is v re�ned through ul to r.

Let 〈vj : j < 2β+1〉 be an enumeration of level β of the tree E and let
〈um〉m<

P
j<2β+1 dvj

be an enumeration of Y :=
⋃

j<2β+1{uvj

l : l < dvj}. In order

to construct the next level of the tree we will �rst thin out all the nodes on
level β (by considering all the pairs in Y ) and then split each of them into two
incompatible nodes. The thinning out is done as follows: Consider u0 and u1.
If they belong to the same node, i.e. if there is j < 2β+1 and l0, l1 < dvj s.t.
u0 = u

vj

l0
and u1 = u

vj

l1
, then no thinning takes place. So assume that u0 and u1

belong to di�erent nodes, say vj0 and vj1 , respectively. Use Fact 1 to construct
conditions r01 = (vj0)

u0 and r10 = (vj1)
u1 , i.e. thin vj0 and vj1 through u0

and u1 to r01 and r10, respectively. Now ask whether there exist extensions r′01
and r′10 of r01 and r10, respectively, such that for some γ01 < λ and some A01,
A10, Ȧ01, Ȧ10, ((sβ , A01), (r′01, (sβ , Ȧ01))) and ((sβ , A10), (r′10, (sβ , Ȧ10))) force

di�erent nodes on level γ01 of Ṫ to lie on ḃ. If the answer is 'yes', use Fact 2 to
re�ne vj0 and vj1 through r′01 and r′10, respectively, and continue with the next
pair: u0, u2. And if the answer is 'no', go to the pair u0, u2 without re�ning vj0

and vj1 . The next pairs are u1, u2; u0, u3 and so on, i.e. all pairs of the form uδ,
uη, for η <

∑
j<2β+1 dvj and δ < η. At the limit stages take lower bounds, they

exist since the forcing is κ-closed. Let λβ be the supremum of (the increasing
sequence of) γδη's. Now extend each node v on level β (after thinning out the
whole level) to two incompatible conditions vo and v1, such that v0, v1 ≤β,Xv v.

Let α be the supremum of λβ 's. Note that α < λ, because λ = (κ++)N1[g].
Let p be the result of a fusion along a branch through E. By the claim we
can choose A0(p) ⊆ A0 in U such that ((s0, A0(p)), (p, (s0, Ȧ0))) is a condition.
Extend this condition to some ((s1(p), A1(p)), (p∗, (s1(p), Ȧ1(p)))) which decides
ḃ(α), say it forces ḃ(α) = xp.

As level α of Ṫ has size < λ, there exist limits p, q of κ-fusion sequences
arising from distinct κ-branches through E for which xp equals xq and s1(p)
equals s1(q). Moreover, we can intersect A1(p) and A1(q) to get a common A1.
Say, ((s1, A1), (p∗, (s1, Ȧ1(p)))) and ((s1, A1), (q∗, (s1, Ȧ1(q)))) force ḃ(α) = x.
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Now choose a Prikry generic C containing (s1, A1) (and therefore containing
(s0, A0)). As ḃ is forced by ((s0, A0), (p0, (s0, Ȧ0))) to not belong to N1[g][Ċ]
and ((s1, A1), (p∗, (s1, Ȧ1(p)))) extends ((s0, A0), (p0, (s0, Ȧ0))), we can extend
((s1, A1), (p∗, (s1, Ȧ1(p)))) to incompat. conditions ((s20 , A20), (p

∗∗
0 , (s20 ,

˙A20))),
((s21 , A21), (p

∗∗
1 , (s21 ,

˙A21))), with (s20 , A20), (s21 , A21) ∈ C and p∗∗0 , p∗∗1 ≤ p∗,
which force a disagreement about ḃ at some level γ above α.

Now extend ((s1, A1), (q∗, (s1, Ȧ1(q)))) to some ((s3, A3), (q∗∗, (s3, Ȧ3))) de-
ciding ḃ(γ) with (s3, A3) in C. Suppose w.l.o.g. that ((s3, A3), (q∗∗, (s3, Ȧ3)))
and ((s20 , A20), (p

∗∗
0 , (s20 ,

˙A20))) disagree about ḃ(γ). Also w.l.o.g. we can as-
sume that s3 ⊇ s20 .

Using the claim extend ((s20 , A20), (p
∗∗
0 , (s20 ,

˙A20))) to some ((s3, A
′
3), (p

∗∗∗,
(s3, ˙A20))) with A′

3 ∈ U and p∗∗∗ ≤ p∗∗0 .
Now, for some β < κ we have s3 = sβ where sβ is the βth element of the

enumeration of the lower parts (s3 is not the third element!). Since sβ appears
co�nally often in the construction of the tree E, we can assume that the branches
which fuse to p and q split in E at some node below level β and go through some
nodes vj0 and vj1 at level β. It follows that for some l < dvj0

and k < dvj1
,

r1 := ((s3, A
′
3((p

∗∗∗)u
vj0
l )), ((p∗∗∗)u

vj0
l , (s3, ˙A20)))

and

r2 := ((s3, A3((q∗∗)u
vj1
k )), ((q∗∗)u

vj1
k , (s3, Ȧ3)))

force di�erent nodes to lie on ḃ at level γ > α. By construction, this means that
for some η <

∑
j<2β+1 dvj and δ < η,

r3 := ((sβ , Aδη), (r′δη, (sβ , Ȧδη)))

and

r4 := ((sβ , Aηδ), (r′ηδ, (sβ , Ȧηδ)))

force di�erent nodes on level γδη(< α) of Ṫ to lie on ḃ. Say, ḃ(γδη) = y0 and

ḃ(γδη) = y1, respectively.

On the other side, r1 and r2 extend ((s1, A1), (p∗, (s1, Ȧ1(p)))) and ((s1, A1),
(q∗, (s1, Ȧ1(q)))), respectively. Therefore we have that r1 and r2 also force
ḃ(α) = x.

Note that (p∗∗∗)u
vj0
l ≤ r′δη and (q∗∗)u

vj1
k ≤ r′ηδ. Since any two R ∗ Q̇ condi-

tions with the same lower part and compatible Sacks conditions are compatible,
we have that r1 ‖ r3 and r2 ‖ r4. Let ((s3, B

′), (p̄, (s3, Ḃ′))) be a common lower
bound of r1 and r3, and let ((s3, B

′′), (q̄, (s3, Ḃ′′))) be a common lower bound of
r2 and r4. The �rst condition forces ḃ(γδη) = y0 and ḃ(α) = x, and the second

condition forces ḃ(γδη) = y1 and ḃ(α) = x.
Finally, let B̄ := B′ ∩ B′′. Then (s3, B̄) forces that y0, y1 <Ṫ x in the

ordering of the tree Ṫ , because Ṫ is a Prikry-name, i.e. all the relations between
the nodes of Ṫ are determined by the Prikry parts of the conditions above.
Contradiction.
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4 The tree property at ℵω+2

Using a forcing notion which makes κ into ℵω instead of Prikry forcing in the
proof of Theorem 2 one can get from the same assumptions the tree property
at ℵω+2, ℵω strong limit.

Theorem 3. Assume that V is a model of ZFC and κ is a weakly compact
hypermeasurable cardinal in V . Then there exists a forcing extension of V in
which ℵω+2 has the tree property.

Proof. Let λ > κ be a weakly compact cardinal and let j : V → M be an
elementary embedding with crit(j) = κ, j(κ) > λ and H(λ)V = H(λ)M . We
may assume that M is of the form M = {j(f)(α) : α < λ, f : κ → V, f ∈ V }.
First force as in Theorem 1 with P = Pκ ∗ ˙Sacks(κ, λ) over V to get a model
V [G][g] in which 2κ = κ++, κ++ has the tree property, and κ is still measurable,
i.e. there is an elementary embedding j : V [G][g] → M [G][g][H][h], where
G∗g ∗H ∗h is a generic subset of j(P ) over M . Let M∗ := M [G][g][H][h]. Note
that M∗ is the ultrapower of V [G][g] (by the normal measure U induced by j),
i.e. every element in M∗ is of the form j(f)(κ) for some f : κ → V [G][g], f ∈
V [G][g]. This is because every element in M∗ is of the form j(f)(α) for some
α < λ, f : κ → V [G][g], f ∈ V [G][g], and every α < λ is of the form j(g)(κ) for
some g : κ → V [G][g], g ∈ V [G][g].

Claim. De�ne Q′ := Coll((κ+++)M∗
, j(κ))M∗

, the forcing that collapses each
ordinal less than j(κ) to (κ+++)M∗

using conditions of size ≤ (κ++)M∗
. There

exists G′ in V [G][g], a generic subset of Q′ over M∗.

Proof of the claim. Every maximal antichain ∆ ⊂ Q′ in M∗ is actually in
M [G][g][H], and thus of the form σG∗g∗H for some j(Pκ)-name σ in M . It
follows that ∆ is of the form j(f)(α)G∗g∗H for some α < λ = (κ++)M∗

, and
some f : κ → V, f ∈ V . Since we can assume that σ = j(f)(α) is in Vj(κ)

(because |j(Pκ)| = j(κ) and j(Pκ) has j(κ)-c.c.), it follows that we can assume
that f : κ → Vκ.

For a �xed f : κ → Vκ we have that Ff := {∆ ⊂ Q′ | ∆ maximal antichain,
∆ ∈ M [G][g][H], and j(f)(α)G∗g∗H = ∆ for some α < (κ++)M∗} is an element
of M [G][g][H]. Therefore, since Q′ is (κ+++)M∗

-distributive in M [G][g][H],
there exists a single condition pf ∈ Q′ which lies below every antichain in Ff .

Now, there are 2κ = κ+ functions f : κ → Vκ in V . Enumerate them as
f1, f2, f3... We can �nd conditions qγ ∈ Q′ for γ < κ+ such that qγ is a lower
bound of (pfβ

)β<γ , because M [G][g][H]κ ∩ V [G][g] ⊆ M [G][g][H] and Q′ is
(κ+)V -closed in M [G][g][H]. The sequence {qγ | γ < κ+} generates a �lter G′

for Q′ in V [G][g], which is generic over M [G][g][H]. Here ends the proof of the
claim.

We now de�ne in V [G][g] a κ+-c.c. forcing notion R(G′, U), or just R, called
Collapse Prikry, which makes κ into ℵω and preserves the tree property on κ++

as follows: An element p of R is of the form (ℵ0, f0, α1, f1, ..., αn−1, fn−1, A, F )
where

1. ℵ0 < α1 < · · · < αn−1 < κ are inaccessibles

2. fi ∈ Coll(α+++
i , αi+1) for i < n− 1 and fn−1 ∈ Coll(α+++

n−1 , κ)
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3. A ∈ U , minA > αn−1

4. F is a function on A such that F (α) ∈ Coll(α+++, κ)

5. [F ]U , which is an element of Coll((κ+++)M∗
, j(κ))M∗

, belongs to G′.

The conditions in R are ordered as follows:
(ℵ0, g0, β1, g1, ..., βm−1, gm−1, B, H) ≤ (ℵ0, f0, α1, f1, ..., αn−1, fn−1, A, F ) i�

1. m ≥ n

2. ∀i < n βi = αi, gi ⊇ fi

3. B ⊆ A

4. ∀i ≥ n βi ∈ A, gi ⊇ F (βi)

5. ∀α ∈ B H(α) ⊇ F (α).

We often abbreviate the lower part of a condition by a single letter and write
(s,A, F ) instead of (ℵ0, f0, α1, f1, ..., αn−1, fn−1, A, F ) where |s| = n denotes the
length of the lower part. Let S denote the 'generic sequence', i.e. the Prikry
sequence together with the generic collapsing functions.

Claim. R satis�es κ+-c.c.

Proof of the claim. There are only κ lower parts and any two conditions with
the same lower part are compatible, so no antichain has size bigger than κ.

Claim. Let (s,A, F ) ∈ R and let σ be a statement of the forcing language.
There exists a stronger condition (s′, A∗, F ∗) with |s| = |s′| which decides σ.

For a proof see [2].

Claim. Let C be a V [G][g]-generic subset of R and let 〈ℵ0, α1, ..., αn, ...〉 be
the Prikry sequence in κ introduced by R. For j ∈ ω, de�ne R � j :=
Coll(ℵ+++

0 , α1)× Coll(α+++
1 , α2) × ...× Coll(α+++

j−1 , αj). Then V [G][g][C] and
V [G][g][C � j] have the same cardinal structure below αj +1, namely ℵ1,ℵ2,ℵ3,
α1, α

+
1 , α++

1 , α+++
1 , ..., αj−1, α

+
j−1, α

++
j−1, α

+++
j−1 , αj , where C � j is the restriction

of C to R � j.

Proof of the claim. Write R as R � j ∗ ˙R/(R � j), where the quotient ˙R/(R � j)
is de�ned in the same way as R (using only inaccessibles between αj and κ).
We need to show that R/(R � j) does not add bounded subsets of αj , but this
follows immediately from the last claim.

So we proved that R makes κ into ℵω. It remains to show that it also
preserves the tree property on κ++ = λ.

In order to get a contradiction suppose that there is a κ++-Aronszajn tree
in some R-extension of V [G][g]. Then in V [G] there is a Sacks(κ, λ) ∗ Ṙ -
name Ṫ of size λ (because Sacks(κ, λ) ∗ Ṙ satis�es λ-c.c.) and a condition
(p, ṙ) ∈ Sacks(κ, λ) ∗ Ṙ which forces Ṫ to be a κ++-Aronszajn tree. Let Ġ′

be a Sacks(κ, λ)-name in V [G] for G′ of size λ (there is such a name because
Sacks(κ, λ) has the λ-c.c. and |Q′| = λ). We can assume w.l.o.g. that p
forces Ġ′ to be generic over Q′. Recall that λ is a weakly compact cardinal
in V [G]. Therefore, there exist in V [G] transitive ZF−-models N0, N1 of size
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λ and an elementary embedding k : N0 → N1 with critical point λ, such that
N0 ⊇ H(λ)V [G] and G, Ṫ , Ġ′ ∈ N0.

Since g is also Sacks(κ, λ)-generic over N0 and the critical point of k is λ, k
can be lifted to k∗ : N0[g] → N1[g][K], where K is any N1[g]-generic subset of
Sacks(κ, [λ, k(λ))) in some larger universe (and where Sacks(κ, [λ, k(λ))) is the
quotient Sacks(κ, k(λ))/Sacks(κ, λ), i.e. the iteration of Sacks(κ) indexed by or-
dinals between λ and k(λ)). Consider the forcing R∗ := k∗(R) = R(k(G′), k(U))
in N1[g][K] and choose any generic C∗ for it such that k∗(r) ∈ C∗, where

r = ṙg, R = Ṙg, G′ = Ġ′g. Let C := (k∗)−1[C∗] be the pullback of C∗ under k∗.
Then C is an N0[g]-generic subset of R because crit(k)=λ and R has the κ+-c.c.
It follows that there is an elementary embedding k∗∗ : N0[g][C] → N1[g][K][C∗]
extending k∗.

We have r ∈ C. So it follows that the evaluation T of Ṫ in N0[g][C]
is a λ-Aronszajn tree. By elementarity k∗∗(T ) is a k∗∗(λ)-Aronszajn tree in
N1[g][K][C∗] which coincides with T up to level λ. Hence T has a co�nal
branch b in N1[g][K][C∗]. We will show that b has to belong to N1[g][C] and
thereby reach the desired contradiction!

Let us �rst analyse the quotient Q arising from the natural projection π :
Sacks(κ, k(λ)) ∗ Ṙ∗ → RO(Sacks(κ, λ) ∗ Ṙ). As in the previous section, Q is the
set of all (p∗, (ℵ0, f0, α1, f1, ..., αn−1, fn−1, Ȧ

∗, Ḟ ∗)) ∈ Sacks(κ, k(λ)) ∗ Ṙ∗ which
are compatible with each (p, (ℵ0, g0, β1, g1, ..., βm−1, gm−1, Ȧ, Ḟ )) ∈ g ∗ C, that
is, either

1. p∗ � λ is compatible with p,

2. n < m,

3. for all i < n αi = βi ∧ fi ‖ gi,

4. there is q ≤ p ∪ p∗ such that q  “βn, ..., βm−1 ⊂ Ȧ∗ and Ḟ ∗(βi) ‖ gi for
n ≤ i < m”,

or

1. p∗ � λ is compatible with p,

2. n ≥ m,

3. for all i < m αi = βi ∧ fi ‖ gi,

4. there is q ≤ p ∪ p∗ such that q  “αm, ..., αn−1 ⊂ Ȧ and Ḟ (αi) ‖ fi for
m ≤ i < n”.

[Note that in both cases the condition q also forces Ḟ and Ḟ ∗ to be compatible on
a measure one set. This is because the weaker condition p (by de�nition) forces
j(Ḟ )(κ) to be in Ġ′, and therefore, by elementarity, also forces k(j)(k(Ḟ ))(κ)
to be in k(Ġ′), but k(j)(k(Ḟ ))(κ) is the same as k(j)(Ḟ )(κ) = [Ḟ ]U∗ , since the
trivial condition forces k(Ḟ ) = Ḟ .]

Equivalently, Q is the set of conditions (p∗, (ℵ0, f0, ..., αn−1, fn−1, Ȧ
∗, Ḟ ∗))

in Sacks(κ, [λ, k(λ))) ∗ Ṙ∗ such that

1. p∗ ∈ Sacks(κ, [λ, k(λ))),

2. 〈ℵ0, α1..., αn−1〉 is an initial segment of S(C) (the Prikry sequence arising
from C),
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3. the collapsing function ḡi : α+++
i → αi+1 arising from C extends fi, i < n,

4. p∗ forces that Ȧ∗ is in U̇∗, and that Ḟ ∗ is a function on Ȧ∗ such that
Ḟ ∗(α) ∈ Coll(α+++, κ) for each α ∈ Ȧ∗,

5. for every �nite subset x = 〈βn, ..., βm−1〉 of S(C) and every sequence of
functions 〈gn, ..., gm−1〉 with gi ⊆ ḡi, n ≤ i < m, there is some extension
q of p∗ which forces that x is a subset of {ℵ0, α1, ..., αn−1} ∪ Ȧ∗ and that
Ḟ ∗(βi) ‖ gi for n ≤ i < m.

We now again argue indirectly. Assume that b is not in N1[g][C], and let ḃ
in N1[g] be an R ∗ Q̇ - name for b. Identify k(Ṫ ) with the R ∗ Q̇ - name de�ned
by interpreting the Sacks(κ, k(λ)) ∗ Ṙ∗ - name k(Ṫ ) in N1 as an R ∗ Q̇ - name in
N1[g]. Let ((s0, A0, F0), (p0, (t0, Ȧ0, Ḟ0))) be an R ∗ Q̇ - condition forcing that
the Prikry-name Ṫ is a λ-tree and that ḃ is a branch through Ṫ not belonging
to N1[g][Ċ].

Let us take a closer look at the condition ((s0, A0, F0), (p0, (t0, Ȧ0, Ḟ0))).
Say, s0 = 〈ℵ0, f0, α1, f1, ..., αn−1, fn−1〉 and t0 = 〈ℵ0, g0, β1, g1, ..., βm−1, gm−1〉.
Note that the forcing Q lives in N1[g][C], but its elements are in N1[g], so we
can assume that (p0, (t0, Ȧ0, Ḟ0)) is a real object and not just an R-name. The
condition (s0, A0, F0) forces (p0, (t0, Ȧ0, Ḟ0)) to be an element of Q̇. But this
simply means that:

1. p0 is an element of Sacks(κ, [λ, k(λ))),

2. 〈ℵ0, β1, ..., βm−1〉 is an initial segment of 〈ℵ0, α1, ..., αn−1〉,

3. gi ⊆ fi for i < m, and

4. for every �nite subset x = 〈δ1, ..., δl〉 of {ℵ0, α1, ..., αn−1} ∪ A0 and every
sequence of functions 〈gδ1 , ..., gδl

〉 with gδi ⊇ F0(δi) if δi > αn−1, and
gδi ⊇ fi if δi = αi (for some i < n), some extension of p0 forces that x is
a subset of {ℵ0, β1, ..., βm−1} ∪ Ȧ0 and that Ḟ0(δi) ‖ gδi for i < l.

Moreover, we can assume that s0 = t0. Namely, the following claim gives us
a nice dense subset of R ∗ Q̇ on which we will work from now on.

Claim. Let ((s,A, F ), (p, (t, Ȧ, Ḟ ))) be an arbitrary condition in R ∗ Q̇. There
is a stronger condition ((s′, A′, F ′), (p′, (s′, Ȧ, Ḟ ))) with the property that for
each α ∈ A′ p′  F ′(α) ≤ Ḟ (α).

Proof of the claim. Say, s is of the form 〈ℵ0, f0, α1, f1, ..., αn−1, fn−1〉 and t is
of the form 〈ℵ0, g0, β1, g1, ..., βm−1, gm−1〉. Let q be an extension of p which
forces that {αm, ..., αn−1} is a subset of Ȧ and that fi ‖ Ḟ (αi) for m ≤ i < n.
Extend q further to q′ to decide Ḟ (αi) and let f ′i := fi ∪ Ḟ (αi). De�ne s′ to be
〈ℵ0, f0, α1, f1, ..., αm−1, fm−1, αm, f ′m, ..., αn−1, f

′
n−1〉.

Using the fusion property of Sacks(κ, [λ, k(λ))) we can �nd a condition q′′ ≤
q′ and a ground model function F ∗ on A with |F ∗(α)| ≤ α++ for each α such
that q′′  Ḟ (α) ∈ Coll(α+++, κ) ∩ F ∗(α). It follows that q′′ forces that in
Ult(N1[g], U), the ultrapower of N1[g] by U , jU (Ḟ )(κ) ∈ Coll(κ+++, jU (κ)) ∩
jU (F ∗)(κ), where |jU (F ∗)(κ)| ≤ κ++, that is, q′′ forces that there are fewer than
κ+++ possibilities for jU (Ḟ )(κ). Note that Coll(κ+++, jU (κ)) of Ult(N1[g], U) is
the same as Coll(κ+++, jU (κ)) of Ult(N0[g], U), because these two ultrapowers
agree below jU (κ).
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Since Coll(κ+++, jU (κ)) is κ+++-closed we can densely often �nd conditions
in Coll(κ+++, jU (κ)) which are either stronger than or incompatible with all
elements in jU (F ∗)(κ). Therefore we can choose some jU (F ′)(κ) ≤ jU (F )(κ) in
G′ with this property, i.e. q′′  jU (F ′)(κ) ≤ jU (Ḟ )(κ) ∨ jU (F ′)(κ) ⊥ jU (Ḟ )(κ).
But actually we have q′′  jU (F ′)(κ) ≤ jU (Ḟ )(κ), because for any generic K
below q′′, jU (F ′)(κ) and jU (ḞK)(κ) can not be incompatible as k(jU (F ′)(κ))
and k(jU (ḞK)(κ)) = jk(U)(ḞK)(κ) both belong to the guiding generic k(G′).

It follows that q′′ forces that for some B ∈ U,B ⊆ A, for each α ∈ B,
q′′  F ′(α) ≤ Ḟ (α). Extend q′′ to some p′ deciding B.

Finally, using the claim from the previous section, shrink B to some A′ such
that every �nite subset of A′ is forced by some extension of p′ to belong to Ȧ.
Then we have ((s′, A′, F ′), (p′, (s′, Ȧ, Ḟ ))) ≤ ((s,A, F ), (p, (t, Ȧ, Ḟ ))) such that
for each α ∈ A′ p′  F ′(α) ≤ Ḟ (α). This proves the claim.

Now in N1[g] build a κ-tree E of conditions in Sacks(κ, [λ, k(λ))), whose
branches will be fusion sequences, together with a sequence of ordinals 〈λβ :
β < κ〉, each λβ < λ, in the same way as in the last section (using the same
notation, Fact 1 and Fact 2):

Let 〈vj : j < 2β+1〉 be an enumeration of level β of the tree E and let
〈um〉m<

P
j<2β+1 dvj

be an enumeration of Y :=
⋃

j<2β+1{uvj

l : l < dvj}. In order

to construct the next level of the tree we will �rst thin out all the nodes on
level β (by considering all the pairs in Y ) and then split each of them into two
incompatible nodes. The thinning out is done as follows: Consider u0 and u1.
If they belong to the same node, i.e. if there is j < 2β+1 and l0, l1 < dvj s.t.
u0 = u

vj

l0
and u1 = u

vj

l1
, then no thinning takes place. So assume that u0 and u1

belong to di�erent nodes, say vj0 and vj1 , respectively. Use Fact 1 to construct
conditions r01 = (vj0)

u0 and r10 = (vj1)
u1 , i.e. thin vj0 and vj1 through u0

and u1 to r01 and r10, respectively. Now ask whether there exist extensions
r′01 and r′10 of r01 and r10, respectively, such that for some γ01 < λ and some
A01, A10, F01, F10, Ȧ01, Ȧ10, Ḟ01, Ḟ10, ((sβ , A01, F01), (r′01, (sβ , Ȧ01, Ḟ01))) and
((sβ , A10, F10), (r′10, (sβ , Ȧ10, Ḟ10))) force di�erent nodes on level γ01 of Ṫ to lie

on ḃ. If the answer is 'yes', use Fact 2 to re�ne vj0 and vj1 through r′01 and r′10,
respectively, and continue with the next pair: u0, u2. And if the answer is 'no',
go to the pair u0, u2 without re�ning vj0 and vj1 . The next pairs are u1, u2; u0,
u3 and so on, i.e. all pairs of the form uδ, uη, for η <

∑
j<2β+1 dvj and δ < η.

At the limit stages take lower bounds, they exist since the forcing is κ-closed.
Let λβ be the supremum of (the increasing sequence of) γδη's. Now extend
each node v on level β (after thinning out the whole level) to two incompatible
conditions vo and v1, such that v0, v1 ≤β,Xv

v.
Let α be the supremum of λβ 's. Note that α < λ, because λ = (κ++)N1[g].

Let p be the result of a fusion along a branch through E. As before we can choose
A0(p) ⊆ A0 in U such that ((s0, A0(p), F0), (p, (s0, Ȧ0, Ḟ0))) is a condition.
Extend this condition to some ((s1(p), A1(p), F1(p)), (p∗, (s1(p), Ȧ1(p), Ḟ1(p))))
which decides ḃ(α), say it forces ḃ(α) = xp.

As level α of Ṫ has size < λ, there exist limits p, q of κ-fusion sequences aris-
ing from distinct κ-branches through E for which xp equals xq and s1(p) equals
s1(q). Moreover, we can extend (s1(p), A1(p), F1(p)) and (s1(q), A1(q), F1(q))
to get a common (s1, A1, F1). Say, ((s1, A1, F1), (p∗, (s1, Ȧ1(p), Ḟ1(p)))) and
((s1, A1, F1), (q∗, (s1, Ȧ1(q), Ḟ1(q)))) force ḃ(α) = x.
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Now choose a Collapse Prikry generic C containing (s1, A1, F1) (and hence
containing (s0, A0, F0)). As ((s0, A0, F0), (p0, (s0, Ȧ0, Ḟ0)))  ḃ /∈ N1[g][Ċ] and
((s1, A1, F1), (p∗, (s1, Ȧ1(p), Ḟ1(p)))) extends ((s0, A0, F0), (p0, (s0, Ȧ0, Ḟ0))), we
can extend ((s1, A1, F1), (p∗, (s1, Ȧ1(p), Ḟ1(p)))) to two incompatible conditions,
((s20 , A20 , F20), (p

∗∗
0 , (s20 ,

˙A20 ,
˙F20))) and ((s21 , A21 , F21), (p

∗∗
1 , (s21 ,

˙A21 ,
˙F21))),

with (s20 , A20 , F20), (s21 , A21 , F21) ∈ C and p∗∗0 , p∗∗1 ≤ p∗, which force a dis-
agreement about ḃ at some level γ above α.

Now extend ((s1, A1, F1), (q∗, (s1, Ȧ1(q), Ḟ1(q)))) to some stronger condition
((s3, A3, F3), (q∗∗, (s3, Ȧ3, Ḟ3))) which decides ḃ(γ) with (s3, A3, F3) in C. Say,
((s3, A3, F3), (q∗∗, (s3, Ȧ3, Ḟ3))) and ((s20 , A20 , F20), (p

∗∗
0 , (s20 ,

˙A20 ,
˙F20))) do not

agree about ḃ(γ), and say, s3 is of the form 〈ℵ0, f0, α1, f1, ..., αn−1, fn−1〉, and
s20 is of the form 〈ℵ0, g0, β1, g1, ..., βm−1, gm−1〉.

We can assume w.l.o.g. that m < n. As both (s3, A3, F3) and (s20 , A20 , F20)
are in C, we have that 〈ℵ0, β1, ..., βm−1〉 is an initial segment of 〈ℵ0, α1, ..., αn−1〉,
gi ‖ fi for i < m, {αm, ..., αn−1} ⊂ A20 , and F20(αi) ‖ fi for m ≤ i < n. Let
f ′i := fi ∪ gi for i < m, and f ′i := fi ∪ F20(αi) for m ≤ i < n. De�ne s′3 to be
〈ℵ0, f

′
0, α1, f

′
1, ..., αn−1, f

′
n−1〉.

Note that ((s′3, A3, F3), (q∗∗, (s′3, Ȧ3, Ḟ3))) ≤ ((s3, A3, F3), (q∗∗, (s3, Ȧ3, Ḟ3)))
is also a condition.

Since {αm, ..., αn−1} ⊂ A20 , there exists some p∗∗∗ ≤ p∗∗0 which forces that
{αm, ..., αn−1} ⊂ ˙A20 . It follows that there is also some A′

3 ∈ U such that
((s′3, A

′
3, F20), (p

∗∗∗, (s′3, ˙A20 ,
˙F20))) ≤ ((s20 , A20 , F20), (p

∗∗
0 , (s20 ,

˙A20 ,
˙F20))).

Now, for some β < κ we have s′3 = sβ where sβ is the βth element of
the enumeration of the lower parts. Since sβ appears co�nally often in the
construction of the tree E, we can assume that the branches which fuse to p
and q split in E at some node below level β and go through some nodes vj0 and
vj1 at level β. It follows that for some l < dvj0

and k < dvj1
,

r1 := ((s′3, A
′
3((p

∗∗∗)u
vj0
l ), F20), ((p

∗∗∗)u
vj0
l , (s′3, ˙A20 ,

˙F20)))

and

r2 := ((s′3, A3((q∗∗)u
vj1
k ), F3), ((q∗∗)u

vj1
k , (s′3, Ȧ3, Ḟ3)))

force di�erent nodes to lie on ḃ at level γ > α. By construction, this means that
for some η <

∑
j<2β+1 dvj and δ < η,

r3 := ((sβ , Aδη, Fδη), (r′δη, (sβ , Ȧδη, Ḟδη)))

and

r4 := ((sβ , Aηδ, Fηδ), (r′ηδ, (sβ , Ȧηδ, Ḟηδ)))

force di�erent nodes on level γδη(< α) of Ṫ to lie on ḃ. Say, ḃ(γδη) = y0 and

ḃ(γδη) = y1, respectively.

On the other side, r1 and r2 extend ((s1, A1, F1), (p∗, (s1, Ȧ1(p), Ḟ1(p))))
and ((s1, A1, F1), (q∗, (s1, Ȧ1(q), Ḟ1(q)))), respectively. Therefore we have that
r1 and r2 also force ḃ(α) = x.

Note that (p∗∗∗)u
vj0
l ≤ r′δη and (q∗∗)u

vj1
k ≤ r′ηδ. Since any two R ∗ Q̇ condi-

tions with the same lower part and compatible Sacks conditions are compatible
(this follows by the same arguments used in the proof of the last claim), we have
that r1 ‖ r3 and r2 ‖ r4. Let ((s′3, B

′,H ′), (p̄, (s′3, Ḃ′, Ḣ ′))) be a common lower
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bound of r1 and r3, and let ((s′3, B
′′,H ′′), (q̄, (s′3, Ḃ′′, Ḣ ′′))) be a common lower

bound of r2 and r4. The �rst condition forces ḃ(γδη) = y0 and ḃ(α) = x, and

the second condition forces ḃ(γδη) = y1 and ḃ(α) = x.
Finally, let B̄ := B′ ∩ B′′ and H̄ := H ′ ∩ H ′′. Then (s′3, B̄, H̄) forces that

y0, y1 <Ṫ x in the ordering of the tree Ṫ , because Ṫ is a Collapse Prikry-name,

i.e. all the relations between the nodes of Ṫ are determined by the Collapse
Prikry parts of the conditions above. Contradiction.

Open questions

1. What is the consistency strength of ℵω strong limit with the tree property
at ℵω+2? [The best known lower bound is a weakly compact λ such that
for each n < ω there exists κ < λ with o(κ) = κ+n.]

2. What is the consistency strength of the tree property at every even suc-
cessor cardinal?

3. Is it consistent with ZFC to have the tree property at each ℵn, 1 < n < ω,
and ℵω+2?
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